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Abstract

In recent years, many wheeled, bipedal, and quadrupedal robots have been released to market.
Yet, robots have not had a meaningful presence in public spaces and have instead been mainly
restricted to controlled environments like factories and warehouses. What is holding robots back
from making wider impacts on our world? This thesis presents an interdisciplinary investigation
into the difficulties that robots currently face by synthesizing approaches in control theory, social
science, and public policy. Each of these often siloed fields hold insights that will be invaluable to
the development of robots that are safe, trustworthy, and equitable.

The first part of this thesis presents methods that analyze the performance of legged robot
locomotion and generate trajectories that are safe and robust when operating in uncertain envi-
ronments. This work is necessary because legged robots are hybrid systems, meaning they un-
dergo discontinuous changes in state and dynamics when their feet touchdown on the ground.
These discontinuities violate assumptions key to many traditional control architectures. The pre-
sented hybrid systems analysis utilizes the fundamental solution matrix, which characterizes the
evolution of initial errors through a trajectory. With this analysis, novel trajectory optimization
methods are presented that explicitly reason about the stability and convergence of hybrid tra-
jectories, leading to improved tracking performance for a variety of systems.

This thesis also presents work that investigates legal theory and community attitudes to de-
velop frameworks for equitable robot design. Specifically, I focus on grounding robot design not
just in stakeholder and customer preferences, but also in the needs of all community members
regardless of their familiarity with robots. This work addresses how current self-defense law can
inform robot design as well as how community attitudes toward robots can inform both robot
design and future policies. These findings will allow robots to make positive contributions in our
vast, human world.

vi



Chapter 1

Introduction

1.1 Motivation

Despite decades of research in mobile robots, large scale deployment is still not a reality outside
of tightly controlled factory and warehouse applications. Environmental hazards that humans can
traverse such as ledges, ice, and mud can completely immobilize robots, making them unsuited
for many human environments both urban and rural. Additionally, robots have encountered re-
sistance from communities who express concerns about safety, privacy, and financial impacts.
Policies and regulations addressing robot deployment have been developing rapidly as well, and
roboticists must be engaged with how regulation can help equitably distribute benefits and mit-
igate harms. The obstacles to broad deployment of mobile robots are multi-faceted and require
expertise in a variety of traditionally disparate fields. For robots to truly be successful, it is nec-
essary for research to address the totality of social, regulatory, and control theoretic challenges.

1.2 Problem Statement

The world is an abundantly complex place and is rife with dangers that can cause a robot to
fail. One source of this complexity is environmental uncertainties such as slick surfaces, tall ob-
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stacles, or gaps in terrain. Consider, for example, an urban environment like Pittsburgh where
sidewalks are not ideally maintained and conditions like rain or snow make traversal even more
difficult. Wheeled robots can only go so far before reaching an upper limit on their capabilities,
so researchers have turned to the agility that legged robots can provide to handle these sce-
narios. However, legged robots introduce their own wealth of difficulties, such as maintaining
stability and robustness to unforeseen perturbations. One reason why controlling legged robots
is difficult is because traditional control methods used for smooth systems do not extend well to
hybrid systems where contact is made and broken. Continuity is a key assumption for many of
these methods (e.g. Lyapunov analysis [1]), so adapting them to account for the discrete nature
of hybrid systems requires considerable care.

Another contributing factor to the world’s complexity is interacting with humans. People are
complex creatures that are exceedingly difficult to model and predict. Yet, it is critical for any
technology to gain the trust and acceptance of the communities it impacts. This is even more
important for robots that intend to operate in public spaces like sidewalks, parks, and malls.
Ensuring physical safety of humans is not enough. To achieve broad acceptance from people,
robots need to behave in ways that promote trust, even among those who are predisposed to
be the most resistant. Robots will need to overcome technical, historical, and cultural barriers
to acceptance, which requires engineers to tailor robot design to account for diverse human at-
titudes. Regulation is an additional avenue that can enable robots to meaningfully contribute to
society while preventing misuse, and roboticists have an opportunity to work alongside govern-
ment partners and take on a major role in shaping these policies.

Although it is not possible to foresee every potential pitfall that robots will encounter, it is
crucial for those involved in robotics development to be acutely aware of the consequences of
robot failures. Inability to handle environmental uncertainties leads to damaged robots and loss
of revenue, while even more crucially, failure to address human factors could lead to inequitable
distribution of benefits and costs to society and threaten to reinforce longstanding injustices to
historically marginalized groups. This thesis is guided by two sweeping questions:
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• What factors cause robots to fail in complex environments?
• How can robots be designed to mitigate the likelihood of failure?

Though impossible to answer comprehensively in the scope of a thesis, these questions underpin
the approach to the presented topics of safe control for legged robots and community-centered
robot design. Not only are these questions important, it is also essential they be addressed with
urgency. Mass deployment of robots prior to a thorough understanding of these research ques-
tions leaves open the possibility of serious societal-level harms. The goal of this thesis is to push
the robotics field forward so that we can provide wide-reaching, equitable benefits to our world.

1.3 Approach

This thesis is presented in two parts. Part I is titled: Navigating a Complex, Uncertain World
and presents analysis and control methods that enable legged robots to more safely traverse
environments with uncertain terrain and disturbances. Part II is titled: Navigating a Complex,
Human World and investigates how social and legal structures are able to inform robot design.
Taken all together, this thesis explores several facets of the wide-ranging demands that robots
most fulfill in order to find success in the world.

1.3.1 Navigating a Complex, Uncertain World

To enable legged robots to be resilient to environmental uncertainties, Part I presents a line of re-
search that develops a mathematical analysis of stability and convergence of hybrid systems, and
from that a set of methods that generate trajectories for legged robots that are resilient to per-
turbations. The analysis, which draws from prior work extending traditional analysis methods to
hybrid systems, derives two important scalar measures: the stability measure and convergence
measure. The stability measure describes the asymptotic error behavior of a periodic hybrid tra-
jectory and can be used to predict stability of a legged robot gait. The convergence measure is
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similar, but can also be applied to aperiodic systems and determines the worst-case evolution
of errors across a trajectory. These scalar measures can be utilized in trajectory optimization
frameworks to generate stable and robust robot motions. This work formalizes past results that
could only be achieved by operator hand tuning and generates novel legged robot behaviors that
previously have not been presented. Results have been demonstrated on a range of simulated
robot systems and will be shown on quadrupedal robot hardware.

1.3.2 Navigating a Complex, Human World

Large corporations such as Amazon and FedEx have recently scaled back or shut down their
robot delivery services, highlighting just how difficult it is for robots to succeed in human envi-
ronments. One issue in human-aware robot navigation is that robot design requirements are
not well defined or understood. What level of human comfort and trust is necessary for robots
to be accepted in communities? How does robot design affect human comfort and trust, and
how do these effects vary among diverse populations? These are the questions I approach in this
second research thread, found in Part II. To accomplish this, I first looked to U.S. self-defense law
to establish under what conditions a person may be justified in acting in self-defense against a
robot. Of course, robots should not be designed to threaten humans, but a breakdown of trust in
a human-robot interaction can still lead to a self-defense scenario. The law can inform roboticists
about the minimum standards of comfort and trust needed to ensure safe interactions between
robots and humans. Extending on this work, I will examine the impacts of certain robot design pa-
rameters on comfort and trust, particularly among diverse communities. The focus on diversity
is critical for robots to have equitable impacts on society, since inequitable impacts have already
been felt by women [2] and Black communities [3]. This project will draw from interviews with
diverse residents of Pittsburgh to generate quantitative and qualitative data on how preferences
to delivery robot design vary across gender and race.
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1.4 Thesis Outline

Part I: Navigating a Complex, Uncertain World

Chapter 2: Stability and Convergence Analysis of Hybrid Systems (Completed)

Broadly speaking, the goal of robot control is to keep a robot’s state close to its intended state.
Variational equations describe the evolution of close-together trajectories, and can be used to an-
alyze the success of robot controllers. Chapter 2 defines the mathematical basis of this analysis,
presenting two terms, the stability and convergence measures, which will be utilized throughout
the rest of this work. This chapter is partially based on the tutorial paper written in conjunction
with Dr. Nathan J. Kong and J. Joe Payne, currently under review in the Proceedings of the IEEE [4].

Chapter 3: Hybrid Event Shaping: Generating Open-Loop Stable Hybrid Orbits (Completed)

Nearly all standard legged robot gaits are periodic, meaning that they repeat themselves after a
certain amount of time. Past work has been able to identify behaviors that can improve the sta-
bility of periodic gaits, such as swing leg retraction [5]. However, this result has largely been ob-
served only after a significant amount of operator hand tuning, and does not generalize to other
possible stabilizing behaviors of legged robots. In Chapter 3, we present hybrid event shaping
(HES), a method that can identify stabilizing behaviors based on the stability analysis of Chapter
2. Using HES, we autonomously generate open-loop stable trajectories for legged robots that
reproduce known phenomenon like swing leg retraction along with introducing novel behaviors
on more complex robot models. This work was published at ICRA 2022 [6].

Chapter 4: Convergent iLQR: Generating Closed-Loop Convergent Hybrid Trajectories (Com-

pleted)

Chapter 4 extends HES by reasoning about closed-loop trajectories. In practice, many robotic
behaviors are never open-loop stable and require some feedback control. Standard feedback
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controllers like LQR require significant hand tuning and can struggle with hybrid, underactuated
trajectories which are common for legged robots. One possible strategy for improving closed-
loop performance is to increase feedback gains, but this may cause undesirable side effects like
worsened robustness. Instead, this chapter presents convergent iLQR, a trajectory optimization
method that improves the performance and robustness of a closed-loop hybrid trajectory without
having to increase feedback gains. This method is demonstrated on a planar quadruped robot
in simulation. This paper has been submitted to ICRA 2024 [7].

Chapter 5: Convergence-Based Gait Switching for Perilous Legged Locomotion (Proposed)

One place where convergent iLQR has difficulty is switching between different legged robot gaits.
This is due to the local nature of trajectory optimization solvers, which will always struggle to find
solutions that are dissimilar to the initially provided guess. Even though methods have been de-
veloped that can switch legged gaits [8], it is very difficult for any trajectory optimization method
to reliably find a new and improved gait because standard quadrupedal gaits can be quite distant
from each other (e.g. finding a walk from a trot). Past work has investigating switching gaits based
on energy efficiency, but an alternative reason a robot may want to switch gaits is convergence.
Chapter 5 proposes a method to reason about when to switch between predefined gaits based
on the difficulty of convergent locomotion for a given terrain map. The results of this project aim
to show improved safety navigating narrow beams, corridors, and trails. This work is currently
underway and will be submitted to ICRA 2025.

Part II: Navigating a Complex, Human World

Chapter 6: Self-Defense Against Robots: Design and Deployment Considerations for Roboti-

cists (Completed)

No matter how well our robots can maneuver about physical obstacles, their utility will be severely
limited if they can not negotiate interactions with humans. If people do not reasonably trust or
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feel comfortable around robots, the robots will fail to accomplish their goals. Chapter 6 discusses
a legal interpretation of exactly how robots can fail when humans act in self-defense. Humans
that feel threatened by a robot based on reasonable beliefs are justified to defend themselves
by damaging or possibly destroying a robot. To prevent these scenarios from occurring, we pro-
vide practitioners with actionable steps that will improve the public’s trust in robots and work
toward understanding the connection between robot design and human attitudes. This work
was presented at RO-MAN 2023 [9].

Chapter 7: Community-Focused Design For Sidewalk Delivery Robots (Proposed)

A key implication of the self-defense against robots work is that the law is grounded in justifying
“reasonable” human actions. While there is no strict definition of reasonableness, any attempt
to understand this legal standard should be based on the people that are least likely to trust
robots. Thus, it is critical to introduce diverse perspectives into our understanding of human-
robot interaction. For robots operating in public spaces, however, studies have focused solely
on evaluating perspectives of potential customers, which are likely biased toward those with an
affinity for robots [10]. Considering most pedestrians that a delivery robots would encounter
on a sidewalk will not be customers, exploration of more diverse populations is necessary. In
Chapter 7, I propose a two-phased interview methodology inspired by value sensitive design [11]
to systematically extract the core values that diverse people have toward sidewalk delivery robots.
Phase 1 of this work will consist of extracting qualitative data from semi-structured interviews,
and the preliminary results will be presented at a RO-MAN 2024 workshop on equitable human-
robot interaction. Phase 2 will analyze quantitative measurements of human perceived safety
based on viewing videos of a realistic interaction with a delivery robot simulated in the Unity
engine. This conclusive work will be submitted to HRI 2025.
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1.5 Thesis Defense

I will complete all proposed work and defend my thesis by December 2024. During my defense, I
will present new results for both the gait switching and community-focused design projects. The
results of the gait switching project will demonstrate a physical quadrupedal robot navigating
narrow beams and other narrow corridors, something only shown so far with the addition of
reaction wheel actuation. I will also present the analysis of the delivery robot attitudes interviews,
which will include the significance of various robot design parameters on human perception of
comfort, trust, and perceived safety, as well as generalized utility functions regarding optimal
zones of robot parameters.
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Part I

Navigating a Complex, Uncertain World
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Chapter 2

Stability and Convergence Analysis of

Hybrid Systems

2.1 Introduction

This chapter formally defines a hybrid system and the saltation matrix, which is an important
tool for analyzing the evolution of errors for a hybrid trajectory. With this analysis enabled by
the saltation matrix, we can generate the fundamental solution matrix, which yields two scalar
measures that represent aspects of a trajectory’s tracking performance. These measures are in
turn incorporated into trajectory optimization frameworks in the following chapters.

2.2 Hybrid Systems Definition

Hybrid systems are a class of dynamical systems which exhibit both continuous and discrete
dynamics [12,13]. Following [4], we define a Cr hybrid dynamical system for continuity class
r ∈ N>0 ∪ {∞, ω} as a tupleH := (J , Γ,D,F ,G,R) where:

1. J := {I, J, ...} ⊂ N is the finite set of discrete modes.
2. Γ ⊆ J × J is the set of discrete transitions forming a directed graph structure over J .
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3. D := ⨿I∈J DI is the collection of domains, whereDI is aCr manifold and the state x ∈ DI

while in mode I.
4. F := ⨿I∈JFI is a collection of Cr time-varying vector fields, FI : R×DI → T DI.
5. G := ⨿(I,J)∈Γ G(I,J)(t) is the collection of guard sets, whereG(I,J)(t) ⊆ DI for each (I, J) ∈

Γ is defined as a regular sublevel set of a Cr guard function, i.e. G(I,J)(t) = {x ∈ DI|g(I,J)

(t, x) ≤ 0} and Dxg(I,J)(t, x) ̸= 0 ∀ g(I,J)(t, x) = 0.
6. R : R×G → D is aCr map called the reset that restricts asR(I,J) := R|G(I,J)(t)

: G(I,J)(t)→

DJ for each (I, J) ∈ Γ .
An execution of a hybrid system [14] begins at an initial state x0 ∈ DI. With input uI(t, x),

the system obeys the dynamics FI on DI. If the system reaches guard surface G(I,J), the reset
mapR(I,J) is applied and the system continues in domainDJ under the corresponding dynamics
defined by FJ. The flow ϕ(t, t0, x0, U) describes how the hybrid system evolves from some initial
time t0 and state x0 until some final time t under input sequence U .

Hybrid systems may exhibit complex behaviors including sliding [15], branching [16], and
Zeno phenomena where infinite transitions occur in finite time [17]. Following prior literature [18–
20], we assume these behaviors do not occur, such that guard surfaces are isolated and inter-
sected transversely [13,14] and no Zeno executions occur. These assumptions are not generally
detrimental to the validity of this theory to applications like legged locomotion.

2.3 Saltation Matrix

For both continuous domains and hybrid transitions, linearized variational equations can be con-
structed to characterize the evolution of perturbations δx [21]. In each continuous domain, the
linearized variational equation is discretized from timestep i to i+ 1 and is:

δxi+1 ≈ (AI −BIKI)δxi (2.1)
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withAI andBI being the derivatives of the discretized dynamics in mode Iw.r.t. state xi and con-
trol inputsui, respectively, andKI are linear feedback gains [21]. For hybrid events, the analogous
variational term is the saltation matrixΞ(I,J), which describes the transition between modes I and
J. The saltation matrix is the first-order approximation of the change in state perturbations from
before the hybrid event at δx(t−) to perturbations after δx(t+) [19], such that:

δx(t+) ≈ Ξ(I,J)δx(t
−) (2.2)

The formulation of the saltation matrix is:

Ξ(I,J) := DxR
− +

(
F+
J −DxR

−F−
I −DtR

−)Dxg
−

Dtg− +Dxg−F
−
I

(2.3)

where

F−
I := FI(t

−, x(t−)) (2.4)
F+
J := FJ(t

+, x(t+)) (2.5)
x(t+) := R(I,J)(t

−, x(t−)) (2.6)
DxR

− := DxR(I,J)(t
−, x(t−)) (2.7)

DtR
− := DtR(I,J)(t

−, x(t−)) (2.8)
Dxg

− := Dxg(I,J)(t
−, x(t−)) (2.9)

Dtg
− := Dtg(I,J)(t

−, x(t−)) (2.10)

More information on the saltation matrix and a rigorous derivation can be found in [4].

2.4 Fundamental Solution Matrix

Consider a trajectory that begins at state x0 = x(t0) for some initial time t0 and is executed until
time tf where it arrives at state xf = ϕ(tf , t0, x0, U). Our control objective is to bring any nearby
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initial state x̄0 = x0+δx0 towards the nominal trajectory so that at time tf , x̄f = ϕ(tf , t0, x̄0, Ū) =

xf+δxf is closer to xf . To characterize the closeness of x̄f and xf , we utilize the fundamental so-
lution matrix, Φ. Following [20], the fundamental solution matrix represents the transformation
of error from the initial state to final state:

δxf ≈ Φδx0 (2.11)

The fundamental solution matrix can be computed by sequentially composing the linearized
variational terms in each continuous domain (Ã := A − BK) and the saltation matrices (Ξ) at
each hybrid event [6]. For a hybrid trajectory with N domains, the fundamental solution matrix
can be formulated as:

Φ = ÃNΞ(N−1,N) . . .Ξ(2,3)Ã2Ξ(1,2)Ã1 (2.12)

2.5 Stability and Convergence Measures

2.5.1 Periodic Stability Analysis

If xf = x0, then the trajectory is periodic, with period T = tf − t0. In this case, the fundamental
solution matrix is also known as the monodromy matrix [20,22]. The monodromy matrix deter-
mines local asymptotic orbital stability (which we refer to simply as stability). For nonautonomous
systems, stability is determined by the maximum magnitude of the eigenvalues, max(|λ|) [20].
We refer to this as the stability measure,ψ, where a trajectory is stable whenψ < 1. Autonomous
systems always have an eigenvalue that is equal to 1 since for non-time varying dynamics, pertur-
bations along the flow of the orbit will by definition map back to themselves after period T [20].
Assuming non-convergence in this direction is allowable, ψ for autonomous systems is based on
the remaining eigenvalues.
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2.5.2 Aperiodic Convergence Analysis

In cases that are not periodic, the fundamental solution matrix captures the change in errors
across a trajectory and the singular values of Φ characterize error change along principle axes of
state space. The largest singular value, which is equivalent to the induced 2-norm of Φ, describes
the evolution of the most divergent direction of initial error δx0. We define the convergence
measure, χ to be exactly this worst-case value:

χ = ||Φ||2 (2.13)

χ is a continuous measure of local convergence, where smaller values of χ indicate stronger
reduction of worst-case final errors. A value of χ < 1 indicates errors in all directions will shrink.
Therefore, the convergence measure directly correlates with tracking performance of a closed-
loop trajectory.
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Chapter 3

Hybrid Event Shaping: Generating

Open-Loop Stable Hybrid Orbits

3.1 Introduction

In general, the walking and running gaits of legged robots are naturally unstable and challenging
to control. Hybrid systems such as these are difficult to work with due to the discontinuities
in state and dynamics that occur at hybrid events. These discontinuities violate assumptions of
standard controllers designed for purely continuous systems, and work is ongoing to adapt these
controllers for hybrid systems [8,23]. One strategy for hybrid control is to cancel out the effects
of hybrid events by working with an invariant subsystem [24–26]. We propose instead that the
effects of hybrid events are valuable due to rich control properties that can be used to stabilize
trajectories of a hybrid system.

Several works have examined the utility of controlling hybrid event conditions to improve
system stability without any closed-loop continuous-domain control [5,27,28]. For example, [27]
found that for the paddle juggler system, paddle acceleration at impact uniquely determines the
local stability properties of a periodic trajectory, Fig. 3.1. Other works [26,29] generated open-
loop swing leg trajectories that produced deadbeat hopping of a SLIP-like system. Each of these
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Figure 3.1: The paddle juggler system [27] has no control authority while the ball is in the air. The
paddle acceleration at impact determines the convergence/divergence of the system from initial
points (cyan dots) to the final states (magenta stars) after 5 cycles. This example underscores
how hybrid event shaping can stabilize a periodic hybrid system.

works found that controlling a hybrid system only at the moment of a hybrid event is sufficient
to provide stabilization. So far, however, these results have only been produced for each specific
problem structure and a clear connection between these works has yet to be established.

In this work, we propose the concept of hybrid event shaping (HES), which describes how
hybrid event parameters can be chosen to affect the stability properties of a periodic orbit. We
also propose methods to produce values of these hybrid event parameters to optimize a stability
measure of a trajectory. This approach is tested on both existing examples from [5,27] and on a
new bipedal robot controller.

3.2 Methods

3.2.1 Hybrid Event Shaping

Hybrid events can greatly affect the stability of an orbit due to the unbounded discontinuous
changes that are made to perturbations. The saltation matrix allows for an explicit understanding
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of how to perform “hybrid event shaping” (HES), i.e. choosing hybrid event parameters (such as
timing, state, input, and higher order “shape parameters”) to improve the stability of a periodic
trajectory. The key insight is that hybrid event shaping introduces a generalizable method to
stabilize hybrid systems that is independent of continuous-domain control, but that can work in
concert with it.

In general, the open-loop continuous variational equations of a hybrid system are functions
of initial and final time, initial state, and system dynamics. However, it is challenging to alter
any of these parameters because changes will propagate through the rest of the trajectory and
periodicity may be violated, though we present a trajectory optimization method below to handle
this. The saltation matrix is a function of nominal event time, state and dynamics, but additionally
may be a function of higher order shape parameters h that do not influence the dynamics of the
system. These parameters arise from the derivatives of the guards (Dxg and Dtg) and reset
maps (DxR and DtR) but are not present in the guard, reset map, or vector field definitions
themselves. Therefore, shape parameters have absolutely no effect on the nominal trajectory
and can be chosen completely freely.

One example of a shape parameter is the angular velocity of a massless leg of a spring-loaded
inverted pendulum. Since a massless leg does not induce any torque in the air or forces at touch-
down, only the position of the leg at touchdown affects the trajectory of the body. However, leg
velocity appears in the saltation matrix and has a significant effect on orbital stability [5].

For more complex models of robots, there may not be any physical shape parameters that can
be tuned. For example, legged robots with non-massless legs can not vary leg velocity at impact
without also changing their trajectories. These cases can be handled by running a trajectory
optimization at the same time as applying HES, as we show in Sec. 3.2.5, or by adding additional
virtual hybrid events.
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3.2.2 Virtual Hybrid Events

Certain control systems naturally have discontinuities in control inputs, such as bang-bang con-
trol, sliding mode control, or systems with actuators that have discretized (i.e. on-off) inputs.
These discontinuities in control can cause an instantaneous change in the dynamics of the sys-
tem, resulting in a virtual (as opposed to physical) hybrid event. Virtual hybrid events act no
differently than physical hybrid events and induce saltation matrices with shape parameters to
be tuned for stability. Even for systems where discontinuous control inputs are not necessary,
the addition of virtual saltation matrices and shape parameters allows for a greater authority to
improve stability.

3.2.3 Stability Measure Derivative

Our goal is to determine the optimal choice of hybrid event parameters that minimizes the stabil-
ity measure of a trajectory. Since directly computing eigenvalues in closed-form is not generally
feasible, one solution is to use numerical methods to perform optimization [30]. However, this
strategy becomes untenable for high dimensional problems. Instead, by using the saltation ma-
trix formulation (2.3), derivatives of the stability measure can be directly computed, allowing for
the use of more efficient optimization methods and making the problem much more tractable.

Assuming that the monodromy matrix Φ depends continuously on each shape parameter hn,
the eigenvalues of Φ are always continuous with respect to hn [31]. For a diagonalizable Φ, the
derivative of the eigenvalues with respect to hn can be computed in closed form [32]. Assume
that matrix Φ(hn) has simple (non-repeating) eigenvalues, λ1, . . . , λN , and let ji and ki denote
the left and right eigenvectors associated with λi. Then the derivative dλi

dhn
is:

dλi
dhn

= k′
i

dΦ

dhn
ji (3.1)

For matrices with eigenvalues that repeat, the derivatives of the repeated eigenvalues can be
calculated similarly with a matrix of associated eigenvectors [32].
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dΦ
dhn

can be found using the derivative product rule, which simplifies if each shape parameter
only appears in one saltation matrix. We make this assumption here to improve computational
efficiency, but it is not required generically. Without loss of generality, take dΞ(1,2)

dhn
̸= 0, so that:

dΦ

dhn
= Ξ(N,1)AN . . . A2

dΞ(1,2)

dhn
A1 (3.2)

Substituting (3.2) into (3.1) allows us to compute the derivative of the stability measure with
respect to each of the shape parameters. Eq. (3.1) is not valid for non-diagonalizable monodromy
matrices. However, the guaranteed continuity of the stability measure allows for finite-difference
methods to be used in any non-diagonalizable cases.

The derivative computation from (3.2) can be adapted for changes in x and t as well. Without
loss of generality, consider again Ξ(1,2). For hybrid event time t(1,2), the derivative dΞ(1,2)

dt(1,2)
can

be computed in closed-form. Additionally, the derivatives dA1

dt(1,2)
and dA2

dt(1,2)
are non-zero and can

be computed through standard methods [33]. The product rule expansion of dΦ
dt(1,2)

consists of
additional terms compared to (3.2) but otherwise can be computed similarly. dΦ

dx(1,2)
for hybrid

event state x(1,2) can be computed this same way.

3.2.4 Shape Parameter Stability Optimization

Optimization techniques [34] are able to select optimal hybrid event parameters that minimize
the stability measure. Two optimization methods are presented here: the first optimizing the
shape parameters without affecting the dynamics of the nominal orbit, and the second optimizing
both the hybrid events and periodic orbit simultaneously.

Shape parameters are powerful because they do not appear in the dynamics of the system
and have no effect on the nominal trajectory. This means that for a given periodic trajectory,
the shape parameters can be chosen freely. We use an optimization framework to choose these
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shape parameters with the goal of optimizing the stability measure ψ(Φ(h)) of a trajectory,

minimize
h1:M

ψ(Φ(h)) (3.3)

The ability to compute derivatives of the stability measure allows for this optimization to be
more computationally efficient. The examples below show how this optimization method is able
to reproduce swing leg retraction in a one-legged hopper system by determining optimal inputs
of shape parameters to minimize the stability measure.

3.2.5 Trajectory Optimization with Hybrid Event Shaping

Some systems do not have shape parameter terms in their saltation matrices or do not have
enough to sufficiently improve stability. In these cases, we can change the trajectory of the system
itself so that the timing, state, and input parameters of the continuous variational matrices and
saltation matrices improve stability properties. However, it must be ensured that the dynamics,
periodicity, and other constraints of the system are obeyed.

Trajectory optimization methods are a class of algorithms that aim to minimize a cost func-
tion while satisfying a set of constraints [35]. For dynamical systems, these costs are generally
functions of state and inputs, with constraints imposed on system dynamics and any other phys-
ical limits [36]. For specific problems, other aspects of the system may be added into the cost
or constraint functions such as design parameters or minimizing time [37,38]. Here we propose
including the stability measure in the cost function to search for optimally stable trajectories.
Eq. (3.4) gives the simplest form of this trajectory optimization problem, with periodicity and dy-
namics constraints being enforced, where dynamics constraints obey continuous dynamics in
each domain and reset mappings at each hybrid event [39]. Additional costs and constraints
may be included such as reference tracking costs, input costs, and any physical constraints. We
solve this problem using a direct collocation optimization with a multi-phase method to handle
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hybrid events [35,36,40].

minimize
x1:N ,u1:N−1,t1:N−1,h1:M

ψ(Φ(x, t, h))

subject to xN = x1

xi+1 = ϕ(ti+1, ti, xi, ui)

(3.4)

3.3 Examples and Results

Here we demonstrate how HES can improve the stability of periodic trajectories for a variety
of hybrid systems without any use of continuous-domain feedback control. While continuous-
domain feedback could be implemented into any of these systems and should be in practice,
these examples emphasize the stabilization capabilities of HES alone.

The first two examples describe how previously discovered results, paddle juggling [27] and
swing leg retraction [5], fit into an HES framework. The final example demonstrates how HES can
be used even without any shape parameters and how virtual hybrid events can help stabilize a
complicated biped walking system.

3.3.1 Paddle Juggler

The paddle juggler system [27], bouncing a ball with a paddle, is known to be stabilized by im-
pacting the ball with a paddle acceleration in a range of negative values, (3.6), Fig. 3.1. The sys-
tem state consists of the ball’s vertical position and velocity such that x = [xB, ẋB]

T . This pe-
riodic hybrid system can be defined with two hybrid domains (descent and ascent) connected
by two guards (impact and apex). The domain D1 represents the ball’s aerial descent phase
where ẋB < 0 and D2 represents the ball’s aerial ascent phase where ẋB > 0. The guard set
g(1,2) := xB − xP ≤ 0 is defined when the ball impacts the paddle, where the paddle follows a
twice differentiable trajectory xP (t). The reset map R(1,2) is defined by a partially elastic impact
law, R(1,2)([xB, ẋB]

T ) = [xB, (1 +α)ẋP −αẋB]T , with a coefficient of restitution α. The continu-
ous dynamics in both domains follow unactuated ballistic motion: F1 = F2 = [ẋB,−g]T , where
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g is the acceleration due to gravity.
Using these definitions, the saltation matrix (2.3) between domains 1 and 2 is constructed:

Ξ(1,2) =

 −α 0

(1+α)·(ẍP+g)
ẋP−ẋB

−α

 (3.5)

Observe that ẍP appears in the saltation matrix even though it does not appear anywhere
in the definition of the guards, reset maps, or vector fields of the system, making it a shape
parameter that can be chosen independently of the periodic orbit.

The guard set g(2,1) := ẋB ≤ 0 is defined when the ball reaches the apex of its ballistic motion.
Its reset mapR(2,1) is identity and there is no change in dynamics. Thus, Ξ(2,1) is identity and has
no effect on the variations of the system.

The continuous variational matrices of the paddle juggler can be written exactly in closed
form: A1(T ) = A2(T ) =

[
1 T/2
0 1

] where T is the total time spent in the air and also the period of
the system. The periodicity of the system means the ball spends an equal time, T/2, ascending
as descending.

The monodromy matrix, Φ is constructed by composing together the continuous variational
matrices and saltation matrices such that Φ = Ξ(2,1)A2Ξ(1,2)A1.

For a given periodic bouncing trajectory, the monodromy matrix Φ is almost fully defined
except for the shape parameter, ẍP inΞ(1,2). Given the 2-dimensional state space of this problem,
the eigenvalues for any given ẍP value can be solved for explicitly. We can then solve exactly for
where ψ(ẍP ) < 1, giving a stable region of:

−2g 1 + α2

(1 + α)2
< ẍP < 0 (3.6)

This is confirmed in [27], where the simple dynamics of the system allowed the return map to
be computed explicitly without the saltation matrix. However, that computation is generally not
possible for more complex dynamics.

22



Figure 3.2: SLIP-like system with actuator and damper in parallel.

3.3.2 2D Hopper

The spring-loaded inverted pendulum (SLIP) is a popular model for dynamic legged locomotion
[41–43]. This simple hopper model is effective at capturing dynamic properties of animal and
robot locomotion [44] and has been used as a test bed for hybrid controllers [45].

2D Hopper Hybrid Model

Consider a point mass body with a massless leg consisting of a spring, damper, and linear actu-
ator all in parallel, Fig. 3.2. This system has two domains (flight and stance) connected by two
guards (touchdown and liftoff). The actuator is activated while in the air to preload the spring,
but immediately releases at touchdown and provides no forces during stance. For a periodic tra-
jectory to occur, the actuator must preload the same amount of energy that is dissipated by the
damper during stance. The only control authority that exists is of the leg angle in the air, which
only affects the dynamics of the body at touchdown.

During flight (D1), the state of the hopper is represented by the horizontal velocity, verti-
cal position, and vertical velocity of the body: x = [ẋB, yB, ẏB]

T . Horizontal position is not in-
cluded because it is not periodic. During stance, the body position xs and ys is defined with
the toe at the origin. Horizontal position is added back into the state of the hopper such that
x = [xs, ẋs, ys, ẏs]

T . In flight, the dynamics of the body follow ballistic motion, while in stance
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Table 3.1: Stability measures of 2D hopper trajectories without and with optimized shape param-
eters.

Shape parameters K θ̇ Stability Measure
Zero 0 0 13.756

Optimal (zero seed) 0.129 -0.015 0.948
Optimal (alternate seed) 0.129 -0.589 0.948

there are also forces applied by the spring and damper.
The touchdown guard is defined by the preload length of the leg ℓtd and angle of the leg

θtd such that g(1,2) := yB − ℓtd cos(θtd). The liftoff guard is crossed when the force exerted by
the spring-damper, Fsd, becomes zero: g(2,1) := Fsd. There is no change in physical state of
the system at the hybrid events and the reset maps only characterize the change in coordinates
between domains.

Given a set of model parameters, a trajectory from an initial condition depends only on ℓtd
and θtd. ℓtd is held fixed, but θtd is modulated from its nominal position θtd at time t̄td in two ways.
A proportional feedback term with gain K is added to stabilize the forward velocity of the system
around a nominal ẋ and angular velocity θ̇ of the massless leg is also free to be chosen. K and θ̇
are shape parameters that can be used to stabilize this system.

θtd = θtd +K(ẋ− ẋ) + θ̇(t− t̄td) (3.7)

2D Hopper HES Results

For a chosen initial apex height of 2.5 with a forward velocity of 2, ℓtd and θtd were solved for to
produce a nominal orbit, though the following results generalize for any choice of feasible values.

With fixed shape parameters [K, θ̇] = [0, 0], the system is highly unstable. K and θ̇ can
be optimized following (3.3) to improve the stability of this orbit. Doing so results in optimal
shape parameters [K, θ̇] = [0.129,−0.015] that stabilize the trajectory, Table 3.1. Setting θ̇ =

−0.015 rad/s is a slow retraction rate, but there exists an interval of values θ̇ ∈ (−0.5892,−0.015)

that give equivalently minimal stability measures for a fixed K value.
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Figure 3.3: Error of perturbed initial states for the 2D hopper asymptotically decrease to zero.
Transparent lines represent each of the 20 trials, while the bold line represents average error at
each step. Convergence is neither monotonic nor very fast, but this is expected with asymptotic
stability.

The results were confirmed in simulation by initializing 20 random perturbed points in a 0.1

radius ball around the nominal initial condition. Each of these trials was simulated for 100 steps
and the error (2-norm of the difference in perturbed state x and nominal state x̄) at apex was
recorded at each step, Fig. 3.3. The zero shape parameter trajectories are not shown in the figure
as every trial diverged within just 5 steps.

2D Hopper Discussion

The feedback term of (3.7) is based on the Raibert stepping controller [46], which was utilized
to great success for stabilizing early running robots. Other works have found that this simple
controller is effective on more complex models [47].

Another stabilizing property of legged locomotion that has been studied is swing-leg retrac-
tion [5,30]. It was noted in [5] that a 2D SLIP was able to run stably if it impacted the ground within
a range negative angular leg velocities θ̇.

The results of a negative θ̇ and positive K agree with qualitative expectations from [5] and
[46]. While a formal equivalency is yet to be proven, this is significant because the HES shape pa-
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rameter optimization has no a priori knowledge that would bias its results to match these works.
HES synthesizes two independently generated controllers and produces shape parameter values
that stabilize an orbit. This evidence supports the potential for HES to explore other stabilizing
shape parameters that are not as well studied.

3.3.3 Walking Biped Trajectory Optimization

For a legged system with non-massless legs, the leg velocity shape parameter disappears as it is
no longer independent of the trajectory. Without shape parameters, an HES trajectory optimiza-
tion can choose timing, state, and input parameters along with injecting virtual hybrid events to
discover stable orbits.

Walking Biped Hybrid Model

In this example, we consider a fully-actuated compass walker [48] with knees, Fig. 3.4. This biped
model consists of two legs connected by an actuated hip joint. Each leg is separated into two
sections, the upper leg (thigh) and lower leg (shank), which are connected by an actuated knee
joint that has a hard stop when the thigh and shank are aligned. The ankles are also actuated.

We restrict the gaits to be left-right symmetric and exclusively consist of single stance phases.
The stance leg is locked such that its shank and thigh are aligned with each other until liftoff. There
are 3 points of actuation at the hip, swing knee, and stance ankle. The state space is defined by
three angles relative to vertical: stance leg, swing thigh, and swing shank, denoted (θ1, θ2, θ3).

This system has two domains. D1 is the unlocked knee domain where the swing leg thigh and
shank can swing freely while we enforce that θ3 < θ2. D2 is the locked knee domain where the
thigh and shank are constrained to be aligned with each other (θ2 = θ3). In this domain, there
are only two actuators because the swing knee can no longer exert torque. The dynamics of this
model are described in [48].

The kneestrike guard set, between the unlocked and locked knee domains, is g(1,2) := θ2− θ3

and the touchdown or toestrike guard set is g(2,1) := θ1 + θ2. The reset maps at kneestrike and
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Figure 3.4: Biped walker system with kneestrike and toestrike hybrid events.

toestrike are also computed in [48].
We add discrete changes in the inputs that induce virtual hybrid events to analyze their utility

in stabilizing walking trajectories. Specifically, we choose to include 5 virtual hybrid events in
D1 and 2 more virtual hybrid events in D2, where the values of inputs between virtual hybrid
events are decision variables for the optimization. The virtual guard functions are chosen such
that gvi := θ2 − θ3 + pi for the first 5 virtual hybrid events and gvi := θ1 + θ2 + pi for the last 2
virtual hybrid events for some offset pi that is also chosen by the optimization.

A direct collocation method was used with the cost consisting of the stability measure and
a regularization on the input. Dynamics and periodicity constraints were included along with
a ground penetration constraint. The initial conditions of the system, given as the state after
touchdown, were allowed to vary within a bounded range.

Walking Biped HES Results

In this experiment, three trajectories were compared to examine how HES can generate stable
trajectories and the effect that virtual hybrid events have in further improving stability. A trajec-
tory without HES was produced as a control, with its objective to minimize energy expended by
using just an input regularization term in the cost. This minimum energy (ME) trajectory is com-
parable to how conventional robot locomotion trajectories are generated. Two HES trajectories
were generated, one with virtual hybrid events (HES w/ VHE) and one without (HES w/o VHE).
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Table 3.2: Stability results for the walking biped optimization.
Trajectory Stability Measure Energy Cost

ME 7.8123 0.985
HES w/o VHE 0.4715 1.337
HES w/ VHE 0.3266 3.450

Figure 3.5: Error of perturbed Minimum Energy (ME), Hybrid Event Shaping without virtual hybrid
events (HES w/o VHE) and HES w/ VHE trajectories over several steps. Center lines show the
average error at each step and shaded regions indicate ±1 standard deviation. ME trajectories
become highly divergent within 4 steps, while both HES trajectories appear convergent after 10
steps. The initial increase in error of the HES trajectories is allowable and is not considered by
the stability measure.

The ME trajectory is highly unstable, while the both HES trajectories are stable with the trade
off of a higher input cost. Specifically, HES w/ VHE has the lowest stability measure and highest
energy cost, whereas HES w/o VHE was in between for both stability and cost, Table 3.2.

The stability properties of the generated trajectories were confirmed through simulation. 50
randomized trials of each trajectory were initialized with perturbations in position and velocity
between (−0.01, 0.01). Over a sequence of 10 steps, the state error at each step was tracked
for each trial. Fig. 3.5 shows that after 10 steps, the HES trajectories have nearly converged back
to the nominal trajectory whereas the ME trajectories diverge quickly. The HES w/ VHE trajec-
tory converges to a smaller error after 10 steps compared to the HES w/o VHE trajectory, which
supports the findings of the stability measure.
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3.4 Conclusion

While the idea of hybrid event control is not novel, hybrid event shaping provides a generalized
method to analyze the stability of hybrid orbits and select hybrid event parameters to optimize
stability. HES unifies results of previous simple hybrid event controllers while also being compat-
ible with trajectory optimization techniques to produce stable trajectories for complex systems.
HES computes the derivative of the stability measure, improving computational efficiency com-
pared to previous stability optimization methods. Compared to previous work, HES does not rely
on human observation and tuning to design stabilizing hybrid event parameters.

In this work, there was no use of continuous-domain feedback that is commonly utilized in
hybrid systems control. We believe that hybrid event shaping is one aspect that can be used in
conjunction with continuous-domain feedback to improve the success rate of robots performing
dynamic behaviors in real-world settings. This is not be prohibitively complex because saltation
matrices are not affected by feedback control laws in the continuous domains. The next chapter
expands the ideas of HES to trajectories continuous-domain feedback control to produce even
more stable closed-loop trajectories.
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Chapter 4

Convergent iLQR: Generating Closed-Loop

Convergent Hybrid Trajectories

4.1 Introduction

Legged robotics research has increasingly focused on enabling highly dynamic and agile motions
such as jumping, leaping, and landing [49–52]. These capabilities are inherently highly unstable
and implementing them reliably requires intelligent planning of both feedforward and feedback
controllers. This would improve legged robot performance in applications such as extraterrestrial
or urban environment navigation where jumping up on ledges or leaping across chasms may be
necessary. However, jumping and leaping are dangerous maneuvers, with failure often resulting
in catastrophic outcomes for the robot.

What makes these actions challenging is that they induce trajectories that are both hybrid and
underactuated, which doubly contribute to the difficulty in controlling legged robots. Broadly
speaking, a system is hybrid if it undergoes discrete changes in state and/or dynamics [12,13],
and it is underactuated if there exists a direction of acceleration in state space that can not be
commanded by any valid input [53, Ch. 1.2]. Even when an underactuated system is control-
lable, driving the system to a desired target state may require significant time and control effort,
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Figure 4.1: Similar quadruped gaits tracked with equivalent LQR controllers display enormous dif-
ferences in final tracking performance. Results for 50 paired trials of trajectories sampled from an
initial error covariance of 10−2 in all directions are shown. The top blue trajectory was generated
with a standard (vanilla) iLQR algorithm, while the bottom green trajectory was generated with
our novel χ-iLQR, which improves the average closed-loop convergence by 92%. The horizontal
distance between the displayed frames is exaggerated for visual clarity. Only the convergence of
the position states is represented, and does not indicate convergence of the velocity states.

neither of which may be readily available. For instance, a robot jumping in the air can not ar-
bitrarily choose how much time it has until its feet touchdown on the ground. This means that
the controller needs to spend a lot of effort to correct tracking errors prior to touchdown, or else
discontinuous, unbounded saltation effects [4] can cause arbitrarily large divergence if incoming
errors are not sufficiently mitigated, e.g. with grazing impacts. Increasing control gains is one
possible solution to improve stability, though that strategy comes at a large drawback of worsen-
ing robustness in the face of modelling errors and uncertainties [54, Ch. 13]. Instead, this work
leverages nonlinearities in continuous and hybrid dynamics that make some trajectories easier
to stabilize than others, even under equivalent feedback controllers.

This paper presents a novel adaptation of the iLQR trajectory optimization algorithm that im-
proves closed-loop convergence under an equivalent feedback controller (i.e. without changing
the LQR controller weights), as demonstrated in Fig. 4.1. Our simulation results show that this
convergent iLQR (χ-iLQR) achieves three simultaneous improvements over standard iLQR: supe-
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rior tracking performance from initial perturbations, reduced feedback control effort over the
trajectory, and improved robustness to large initial errors. Compared to existing methods, χ-
iLQR has two additional key strengths. Firstly, it is based on an analysis that is simple to compute
compared to methods such as sum-of-squares. Additionally, χ-iLQR captures the local tracking
performance of a closed-loop trajectory, which directly predicts experimental results.

4.2 Related Works

A strategy that has been used to enable dynamic yet precarious behaviors for legged robots is
leveraging highly accurate, complex models and full-body trajectory optimization to plan precise
motions [51,55]. While these methods incorporate feedback controllers to stabilize the generated
trajectories, there has been little focus on how these feedback controllers should be designed
along with planned trajectories to stabilize closed-loop systems under error and uncertainty.

Robust trajectory planning has been implemented for smooth systems like wheeled robots,
with some recent results being adapted to hybrid systems like legged robots. These works have
focused on optimizing over uncertainties in system dynamics, such as unknown disturbances
and modelling errors [56–58]. These methods plan trajectories under the anticipation of some
worst-case or average-case disturbance sequence. For example, [56] designs robust closed-loop
trajectories for smooth systems by optimizing the volume reduction of an ellipsoidal disturbance
set, but was not applied to hybrid systems. Risk-sensitive planning and control is an alternate
method that optimizes over the variance of a cost distribution that evolves through the trajec-
tory [59,60]. Other approaches present trajectory optimization algorithms for legged robots over
uncertain terrain [61] and compute a forward reachable set to bound closed-loop errors [62].
Many of these methods require the distribution of errors to be prespecified, which is not always
clear how to tune. Additional actuation, such as reaction wheels or tails, also relieves the difficul-
ties of underactuated systems [63,64]. However, this comes with obvious tradeoffs of increased
cost, size, and weight.

32



Separately, consider the problem of quantifying the stability or convergence properties of a
system. A very popular method is Lyapunov analysis, where the existence of a positive definite
differentiable scalar function with negative definite derivatives, called the Lyapunov function, can
guarantee asymptotic stability of the system [33]. While effective, Lyapunov functions can be
difficult to compute, particularly for hybrid systems, and can require methods such as sum-of-
squares [65] or machine learning [66] to be tractable. A similar strategy known as control barrier
functions, which restricts the system from entering some set of undesirable states, has been suc-
cessfully implemented on legged robot hardware [67], but has the same drawback as Lyapunov
functions.

A different strategy to analyze the stability and convergence of trajectories is contraction anal-
ysis [68], which tracks the distance between two close trajectories. If this distance monotonically
decreases over the trajectory, then the system is contractive and local asymptotic stability can
be guaranteed [68]. Contraction analysis has been incorporated into path planning and trajec-
tory optimization algorithms on smooth systems [69,70], but applying contraction analysis to
hybrid systems is difficult because many mechanical hybrid systems are not contractive at hy-
brid events [19]. [6] loosened the contraction criterion and optimized the stability of open-loop
periodic orbits using monodromy matrix analysis. Here, we extend that work by generalizing to
non-periodic trajectories under feedback control.

4.3 iLQR for Hybrid Systems

The iterative linear quadratic regulator (iLQR) is a trajectory optimization method that also com-
putes LQR feedback gains over the generated trajectory [71]. iLQR is convenient because com-
pared to other trajectory optimization methods like direct collocation [35], it is less computation-
ally intensive and guarantees a feasible trajectory. We draw from recent work that adapts the
iLQR algorithm for use on hybrid dynamical systems [8,72].
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In brief, iLQR solves the optimal control problem over N discretized timesteps:

min
U

ℓN(xN) +
N−1∑
i=0

ℓi(xi, ui) (4.1)

where x0 = x(0) (4.2)
xi+1 = ϕ(ti+1, ti, xi, ui) ∀i (4.3)

where ℓi(xi, ui) and ℓN(xN) represent the nonlinear stage cost and terminal cost, respectively,
X := {x0, x1, ..., xN} is a sequence of states withxi ∈ Rn the system state at timestep i andU :=

{u0, u1, ..., uN−1} is a sequence of control inputs with ui ∈ Rm the control input at timestep i.
We also record the sequence of domainsM := {D0, D1, ..., DN}withDi the domain at timestep
i such that xi ∈ Di. ϕ is the aforementioned flow of the trajectory.

iLQR computes gradient and Hessian information of the cost, which results in a quadratic
approximation of the cost function. As such, the state and terminal costs can equivalently be
simplified as quadratic functions such that the cost function is simplified to:

J = xTNQNxN +
N−1∑
i=0

xTi Qixi + uTi Riui (4.4)

with Qi, QN ∈ Rn×n and Ri ∈ Rm×m all positive definite.
iLQR solves the optimal control problem by alternating between forward passes that simulate

the system under a given control input sequence, and backward passes that solve for a new locally
optimal control sequence. In the backward pass, the value function, which is the optimal cost to
go at any timestep, is propagated through the trajectory in reverse, and gives locally optimal
feedforward inputs and feedback gains at each timestep. Computing the value function relies
on gradient and Hessian computations of the cost function and Jacobians of the dynamics, which
equates to computing the linearized variational equations discussed in Sec. 2.3. For much greater
detail of iLQR for hybrid systems, see [8,72].
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4.4 Convergent iLQR

Here we present a novel trajectory optimization algorithm called convergent iLQR orχ-iLQR, sum-
marized in Algorithm 1. In this method, the convergence measure (2.13) is added to the cost
function from (4.4) such that the algorithm minimizes:

Jχ = Qχχ+ xTNQNxN +
N−1∑
i=0

xTi Qixi + uTi Riui (4.5)

where Qχ is a scalar weighting parameter.
Typically in iLQR, the cost function J is evaluated after each forward pass, since it is only

dependent on the states and inputs of the most recent trajectory. However, in this case the
convergence measure portion of the cost function is dependent on the feedback gains generated
by the algorithm. This means that the gradient and Hessian terms of the cost function rely on the
feedback gains that are being updated at every timestep in the backward pass. Due to this, the
cost function derivatives are highly coupled with the gains and become convoluted to compute.

To resolve this, we propose executing two separate backward passes that each compute a
different set of gains. First, the tracking backward pass computes the feedback gains that will
be used as the LQR tracking controller gains and to compute the convergence measure. It is
equivalent to the backward pass in standard iLQR using the cost function J (4.4), which solves the
Riccati equation for the most recent trajectory. With the gains generated in the tracking backward
passKt, the convergent cost function Jχ (4.5) can be computed. The search backward pass takes
Jχ from the tracking backward pass and computes the gradients of the convergent cost function
with controller gainsKt. The feedforward inputs ks and the feedback gainsKs from this pass are
used to search for an improved trajectory in the forward pass.

Since Jχ is returned by the tracking backward pass, a line search is performed after this func-
tion call to guarantee the reduction of the cost function Jχ. If the line search condition is not
satisfied, the forward pass and tracking backward pass are looped until the line search condition
is passed.
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Within the search backward pass, iLQR requires computation of the gradient and Hessian
of χ. The derivatives of χ can be computed by leveraging the singular value decomposition of
Φ = USV T where S is a diagonal matrix of singular values and the columns of U and V are the
left and right singular vectors, respectively. This largely mirrors the derivative formulation in the
previous chapter. χ is the largest singular value of Φ and let uχ and vχ be its corresponding left
and right singular vectors. Following [73], the derivative of χwith respect to the state at timestep
i is:

∂χ

∂xi
= uTχ

∂Φ

∂xi
vχ (4.6)

∂Φ
∂xi

in turn can be computed by using the product rule along with leveraging the fact that only Ãi

and Ξ(i,i+1) are functions of xi, and all other Ã and Ξ terms have zero derivatives with respect to
xi. For notational brevity, let:

Pi = ÃN · · ·Ξ(i+1,i+2)Ãi+1 (4.7)
Oi = Ξ(i−1,i)Ãi−1 · · ·Ξ(1,2)Ã1 (4.8)

such that Φ = PiΞ(i,i+1)ÃiOi and ∂Pi

∂xi
= ∂Oi

∂xi
= 0. Thus:

∂Φ

∂xi
= Pi

∂Ξ(i,i+1)

∂xi
ÃiOi + PiΞ(i,i+1)

∂Ãi

∂xi
Oi (4.9)

Derivatives with respect to the input ui follow equivalently. To improve computational efficiency,
Oi at each timestep can be computed recursively during the forward pass and each Pi can be
computed recursively in the tracking backward pass. Since the rollout does not yet have feedback
gain information, the initial O values must be computed separately.

Because the scalar χ is derived from the norm of the matrix Φ, the gradient of χ relies on
computing a 3-dimensional tensor of Ãi and Ξ derivatives, and the Hessian of χ is computed
from a 4-dimensional tensor of matrix second derivatives. While recent work has enabled faster
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Algorithm 1 Convergent iLQR Algorithm
Initialize U , Qχ, QN , Qi, Ri, niterations
X , U , M , J ← Rollout(U )
Kt, Jχ, P ← TrackingBP(X , U , M , J )
O ← ComputeO(X , U , M , Kt)
for i← 1 to niterations do

ks, Ks ← SearchBP(X , U , M , Jχ, O)
repeat

X , U , M , J , O ← ForwardPass(X , U , M , ks, Ks)
Kt, Jχ, P ← TrackingBP(X , U , M , J )

until LineSearchIsSatisfied(Jχ)
return X , U , M , Kt

Table 4.1: Rocket Hopper Controller Parameters
Trial LQR Parameters

Qχ QN Riair Ristance1 50 500I 0.01I 0.1I
2 50 800I 0.005I 0.01I
3 50 250I 0.02I 0.05I
4 75 500I 0.01I 0.01I

computation of second derivatives of dynamics [74] which can aid in the computation of the 3-D
tensor derivatives, computing 4-D tensor derivatives is generally untenable. Instead, numerical
methods like finite differences for gradients and BFGS [75] for Hessians can perform at reason-
able speed. In order to approach real-time computation, it is likely that the full Hessian of χ is
not necessary to find an appropriate search direction and that a partial computation or even
leaving out the Hessian completely is sufficient to compute optimal trajectories. Future work will
address this gap. Nonetheless, the algorithm in its current form can still be useful for offline
planning for trajectories that are expected to have a high degree of risk, such as leaping across
ledges or traversing narrow beams. In real-world applications, it can be acceptable for a robot to
pause and plan a safe trajectory before executing these dangerous maneuvers.
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4.5 Examples and Results

In this section, we demonstrate the convergence improvements of our method on a spring hop-
per system and a planar quadruped robot model. Simulation results show that the improved
convergence measure correlates with an improvement in average tracking performance, robust-
ness to large disturbances, and feedback control effort. Both examples were implemented in
MATLAB, with forward simulations using the ode113 function. Cost function gradients were
computed using (4.9), derivatives of Ãi and Ξ(i,i+1) were computed with finite differences, and
Hessians were computed with BFGS.

4.5.1 Rocket Hopper

Rocket Hopper Model

This system is made up of a point mass body with a single massless spring leg. The state of
the hopper is characterized by the positions xB , yB of the body, the angle θ of the leg and their
derivatives ẋB , ẏB , θ̇ such that the full state is a 6×1 vector. The system has two domains: an aerial
phase D1 and a stance phase D2. Taking a constant ground height at zero gives a touchdown
guard function g(1,2) that is the height of the foot and a liftoff guard function g(2,1) that is the
ground reaction force applied by the spring leg. Both reset maps R(1,2) and R(2,1) are identity
since position and velocity are continuous.

The system has two inputs: a hip actuation and an actuation in the direction of the leg. In the
air, this allows the hopper to rotate the leg around the body and exert a propulsion in the direction
of the leg, somewhat akin to a rocket, though this force can approximate forces from other legs
or actuators. A small rotor inertia in the air ensures the dynamics are well-conditioned when
controlling the massless leg. In stance, the hip torque and rocket force exert ground reaction
forces on the body. The body mass of the hopper was chosen as 1 kg, spring constant as 250
N/m, and resting leg length as 0.75 m.
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Rocket Hopper Results

The objective for this system is to begin in the air at rest with a height of 2 m and end in the
air at rest with the same height displaced 0.2 m horizontally. The system is given 1.5 s for this
trajectory.

We generated four trials of paired trajectories with varied weighting parameters, shown in
Table 4.1, and compared the performance of the standard (vanilla) iLQR method (whereQχ = 0)
to χ-iLQR. There is no reference trajectory to track, so Qi is zero for all trials.

For 3 of these trials, vanilla iLQR generated a trajectory with χ > 1, meaning the worst-case
error direction was expansive, see Table 4.2. χ-iLQR decreases every convergence measure to
below 1 so that all error directions are reduced over the trajectory. On average,χ-iLQR decreased
χ by 28.79% compared to the vanilla method.

To validate these trajectories, each closed-loop trajectory was simulated 100 times with small
random initial perturbations in both positions and velocities with covariance matrix cov(X0) =

10−4I . A small covariance was chosen so that the linearizations assumed in the convergence
measure and LQR control are valid. For each simulation run, the initial error δx0 and the final
error δxf were recorded, along with the sequence of control inputs V := {v0, v1, ..., vN−1}. Note
that these inputs are distinct from the nominal feedforward inputs to the systemU because there
is additional feedback effort exerted by the actuators. The same set of initial errors was used to
test both trajectories.

Two values were recorded during each simulation run to characterize the convergence prop-
erties of the trajectories. The first is the error ratio, defined as the ratio of the final error 2-norm
to the initial error 2-norm:

E =
||δxf ||2
||δx0||2

(4.10)

A lower error ratio means better tracking performance, and E < 1 indicates a net reduction in
error on average. The second value is the feedback effort, which is the sum of squares of the
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Table 4.2: Rocket Hopper Convergence Measure and Simulation Results
Trial Convergence Measure Mean Simulated Error Ratio Mean Simulated Feedback Effort

Vanilla χ-iLQR %Diff. Vanilla χ-iLQR %Diff. Vanilla χ-iLQR %Diff.
1 1.01 0.71 -29.70% 0.42 0.33 -21.72% 1.74·10−5 1.6·10−5 -7.16%
2 0.78 0.51 -34.50% 0.32 0.24 -25.74% 4.66·10−5 3.25·10−5 -30.31%
3 1.14 0.94 -17.70% 0.49 0.45 -8.00% 7.12·10−6 7.05·10−6 -1.01%
4 1.01 0.68 -33.24% 0.41 0.32 -21.73% 1.89·10−5 1.62·10−5 -14.20%

difference between V and U .

F =
N−1∑
i=0

(vi − ui)2 (4.11)

Table 4.2 shows that the simulation results support our assertion that an improved conver-
gence measure correlates with an improved mean tracking performance and feedback effort.
The mean error ratio and feedback effort over the 100 simulations were both lower for trajecto-
ries generated with χ-iLQR. The average improvement over the four trials was 19.30% for mean
error ratio and 13.17% for feedback effort.

None of the simulated runs had an error ratio greater than one, which is sensible since the
worst-case direction occurs with probability zero. However, even if none of the sampled initial er-
rors aligned exactly with the worst-case direction predicted by the fundamental solution matrix,
nearby initial error directions still see improvement in convergence, which explains the improve-
ment in mean simulated error ratio.

4.5.2 Planar Quadruped

Here we demonstrate the improvements of χ-iLQR on a more complex robot model akin a stan-
dard quadruped robot. The model is simplified as a planar quadruped, meaning that all move-
ment occurs in the sagittal plane and the left-right pairs of legs are constrained to move identi-
cally.
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Planar Quadruped Model

In the sagittal plane, we can model the robot with 7 positional states. xB , yB , θB are the position
and orientation of the body. The front and back sets of legs each have two states for the hip angle
αf , αb and knee angle βf , βb. Thus the full state is dimension 14.

This system has four domains: the aerial domain D1, front stance domain D2, back stance
domain D3, and full stance domain D4. The impact guard function is the height of the foot and
the guard function for liftoff is the vertical ground reaction force. The dynamics of the robot
body in the aerial phase follow ballistic motion, while the legs are simplified to be massless while
including the aforementioned rotor inertia. The impact reset map for each foot consists of a
discrete update to the hip and knee velocities, while the body states are unchanged due to the
massless legs. The liftoff reset map is identity. The input vector for this system is 4-dimensional
to actuate the hip and knee joints.

In this model, parallel torsion springs are added to the knee joints. Parallel joint springs have
been utilized to mimic tendons found in animals [76] that increase the energy efficiency of legged
locomotion [77,78]. Due to the resonance of the natural spring dynamics, controlling these sys-
tems requires special care [79,80]. For example, [81] solved for optimal gait timings to lever-
age resonant spring frequencies. These spring models of legged robots are good candidates for
χ-iLQR because the dynamics of the stance phase depend strongly on the leg configuration at
touchdown. Thus, a small error in leg states at touchdown can have a large effect on tracking
performance.

The inertial and dimensional properties were chosen to match the Ghost Robotics Spirit 40
quadruped. The added torsional knee spring has a spring constant 75 N ·m · rad−1 and rest angle
1.2 rad.

Planar Quadruped Results

The trajectory optimization task for the planar quadruped is to generate a gait with a forward
velocity of 0.25 m/s. The robot begins in the air with a body height of 0.3 m. The hip joints begin
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Table 4.3: Mean convergence results for the quadruped model for vanilla and χ-iLQR with covari-
ance magnitude 10−4

Vanilla χ-iLQR %Difference
Nominal Cost 65.58 74.39 +13.43%

Convergence Measure 60.52 41.35 -31.68%
Mean Simulated Error Ratio 6.66 4.78 -28.23%

Mean Simulated Feedback Effort 0.016 0.013 -16.56%

at an angle of 0.6 rad and the knee joints begin at 1.2 rad. The terminal target state is translated
0.0875 m in the x-direction from the initial state. The trajectory is given 0.35 s to execute. We
choose to set a constant input weight of Ri = 5 · 10−4I . The terminal weight is QN = 500I and
the convergence weight for χ-iLQR is Qχ = 1.

We set up a similar experiment to the prior example, with the addition of simulating over a
range of covariance magnitudes. This is done to evaluate the basin of attraction of each trajectory
over larger initial errors that introduce greater nonlinear effects. The two trajectories were evalu-
ated with 6 sets of 100 paired simulation runs with random initial error covariance magnitudes of
10−4, 5 ·10−4, 10−3, 5 ·10−3, 10−2, and 5 ·10−2 in each direction. The lowest covariance magnitude
of 10−4 approximates local linear behavior well, while 5 ·10−2 is the maximum magnitude before
some trials begin with the robot’s feet below the ground.

Table 4.3 shows the nominal cost, convergence measure, mean simulated error ratio, and
mean simulated feedback effort of the two trajectories at the covariance magnitude 10−4. The
nominal cost of the convergent trajectory increases as expected, while the convergence measure
and simulation values improve. We believe this trade off between nominal cost and the con-
vergence performance of the trajectory is a valuable tool for roboticists to have access to and
tune appropriately. The mean simulated error ratio for the convergent trajectory at this small
covariance magnitude was 28.23% less and the mean simulated feedback effort was 16.56% less.
Fig. 4.2 displays a histogram of the error ratio for each of the trials, and shows the improvement
made by the convergent trajectory.

As the magnitude of initial errors grows, the performance of the LQR tracking controller be-
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Figure 4.2: Histogram of error ratio for 100 paired simulated trials of the quadruped model with
small initial perturbations. Error ratio is the 2-norm of final errors divided by the 2-norm of initial
errors.

comes worse due to the increase in nonlinear effects. Fig. 4.3 shows the simulation results for
each trajectory over a range of initial error covariance magnitudes. Each pair of lines indicates
the success rate of the respective closed-loop trajectories at maintaining error ratios of less than
50, 10, and 5 respectively. An error ratio of greater than 50 is representative of a catastrophic
failure, which the vanilla trajectory encounters at a covariance magnitude of 5 · 10−4, while the
convergent trajectory first experiences a failure at covariance magnitude 10−2. This difference in
performance suggests the convergent trajectory is more robust to larger initial errors and non-
linearities.

Even with the convergence improvements in the χ-iLQR trajectory, the controller is still not
able to reduce errors in all directions. The simulation results found that most of the time, there
was some growth in error, which is reasonable since the body dynamics are fully unactuated
in the aerial phase and the system undergoes multiple hybrid events. A combination of higher
feedback gains and a more global footstep planner could be able to grant this system full conver-
gence. Even so, this work can be valuable to ensure that between iterations of a global footstep
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Figure 4.3: Plots showing success of LQR controllers at tracking vanilla (V ) and convergent (χ)
trajectories over various initial perturbation covariances. V50 and χ50 indicate proportion of trials
where error ratio was below 50, V10 and χ10 below 10, and V5 and χ5 below 5.

planner, the closed-loop system does not diverge too far from its target trajectory and experience
a failure, such as falling over.

4.6 Conclusion

In this work, we present a novel trajectory optimization method, χ-iLQR that optimizes over the
worst-case error growth of a hybrid trajectory. This method is based on the fundamental solu-
tion matrix, which maps the evolution of perturbations through a trajectory. Incorporating the
saltation matrix into the fundamental solution matrix allows for straightforward handling of hy-
brid events. The simulation results presented on two legged robot models demonstrate that this
method produces trajectories with improved tracking performance, decreased feedback actua-
tion effort, and improved robustness to large perturbations. Even for a quadrupedal trajectory
that was very difficult to track,χ-iLQR produced a trajectory that was superior at avoiding failures.
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Chapter 5

Convergence-Based Gait Switching for

Perilous Legged Locomotion

5.1 Introduction

Legged robots have the potential to outperform their wheeled counterparts in extreme terrain
because foot touchdowns allow them to exert forces on the body to recover from any errors or
disturbances. However, one major difficulty controlling legged robots is selecting an appropriate
sequence of touchdowns even in relatively simple situations. Some legged control algorithms
take in a predefined contact sequence from the user [82,83], but this becomes untenable for
environments with even minor complexity and uncertainty. Other methods, such as convergent
iLQR in the previous chapter, overcome this by using contact-implicit strategies that can alter
the contact sequence to search for more optimal trajectories [8,84]. However, even these meth-
ods encounter an obstacle that is nigh unavoidable in optimization: local minima. In short, any
optimization method is severely limited if it is necessary for performance to get worse before it
gets better. This is an issue for legged robots with more than two legs because most standard
legged gaits are far away from each other in terms of contact sequences. For example, consider a
quadruped robot. In order to continuously transition between a walking gait (where each leg lifts
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and touches down in series) and a trotting gait (where diagonally opposed legs move in tandem),
an optimizer must go through a several suboptimal degenerate gaits with poor performance.
This difficulty prevents convergent iLQR from reliably taking advantage of gait changes during its
search for convergent trajectories.

To extend the work in Chapters 3 and 4, in this chapter, I propose a high level gait planning
scheme that utilizes the convergence measure to intelligently choose quadrupedal gaits based
on a given terrain map. This proposed method can have great utility in traversing dangerous en-
vironments like walking across narrow beams or squeezing through gaps in obstacles, where the
robot’s feet are forced to be placed close to the center of the body, limiting its ability to apply lat-
eral recovery forces and yielding a high degree of underactuation. Enabling robots to intelligently
adapt their behavior to the complexity of the environment will be very useful in environments that
may have sections that are easily traversible, so that the robot can focus on optimizing its gait
for speed or energy efficiency, and other sections that are difficult to traverse, where slower and
more careful gaits are necessary to achieve safe locomotion.

5.2 Prior Work

Beam walking is a challenging problem because it forces shrinkage of the support polygon, which
defines an area where the center of mass is easily stabilized. Having a large support polygon is
an assumption utilized by many common legged robot controllers, like the zero-moment point
method [85]. Several works have examined this situation such as balancing a quadruped robot
with only two feet in contact with the ground [86,87] with [87] also applying this strategy to trotting
across a narrow beam. [63] was the first to demonstrate beam walking on hardware by adding
a reaction wheel to apply additional stabilizing forces. However, these works did not consider
when a robot can reason about the impact of different gaits on performance.

Other works have analyzed strategic gait switching, but were based on velocity to optimize
energy efficiency [88]. [89] noted that in order switch between standard gaits, a transient middle
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gait had to be designed. A method to switch between gaits to improve robustness was demon-
strated for a six-legged robot in [90]. These works inspire us to design a method to switch gaits
based on convergence for quadruped robots.

5.3 Gaits and Contact Sequences

Legged gaits have been studied extensively on animals, with dogs and horses being common
quadrupedal subjects of study [91]. Here, it was observed that quadrupeds tend to employ a
few primary gaits, mainly dependent on desired locomotion speed. Naturally, these gaits exhibit
some variation across animals, so their definitions are quite broad. For example, a quadrupedal
trot consists of diagonally opposed pairs of legs moving in tandem. This gait is also a common
default gait for quadruped robots [83,92]. However, there can be variation in contact sequence
among just trot gaits, as the timing between leg pairs can lead to one pair lifting off exactly as the
other pair touches down (perfect trot), liftoff occurring prior to touchdown (aerial trot), or liftoff
occurring after touchdown (stance trot). Due to this inexactness in definition, in this work we will
categorize quadrupedal locomotion methods based on contact sequence.

In this work, we focus on periodic gaits that consist of each foot lifting off and touching down
once per period. This means we can define gait sequences as a series of eight transitions. Let each
transition be notated by one letter, L for liftoff and T for touchdown, and one number, 1–4 for
the front left, back left, front right, and back right feet, respectively. So the front right foot lifting
off is notated as L3 and the back left foot touching down is T2. A contact sequence is defined
as a tuple of minimum length 2 and maximum length 8. Each element of the contact sequence
tuple can contain multiple transitions if they occur simultaneously, such as a trot. We define the
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convention that each sequence tuple begins with L1. So the three possible trot sequences are:

aerial trot: (L1L4, T2T3, L2L3, T1T4) (5.1)
perfect trot: (L1T2T3L4, T1L2L3T4) (5.2)
stance trot: (L1L4, T1T4, L2L3, T2T3) (5.3)

5.4 Methods

5.4.1 Contact Sequence Convergence Analysis

During our investigation in Chapter 4, we observed a correlation between system actuation and
convergence. For legged robots, actuation is increased when more feet are on the ground. The
duty factor of a legged gait describes the percentage of the gait period that a foot is on the ground.
Certain gaits naturally have high duty factors, such as the quadrupedal walk which always has a
duty factor of at least 0.75 [91]. In this study, we would like to investigate the relationship between
duty factor and convergence. If our findings support our hypothesis of a correlation between the
two values, we will develop a gait planning method that will detect if a trajectory with a nominal
contact sequence is insufficiently convergent, and then switch to a higher duty factor gait that
will improve the trajectory convergence. However, it is not just duty factor that might affect the
convergence of a trajectory. Consider how a walk and a pronk, (L1L2L3L4, T1T2T3T4), can
both have duty factor 0.75, but the entirety of the walk is spent with 3 feet on the ground, whereas
the pronk alternates between 4 feet on the ground and a full aerial phase. We hypothesize that
the time the robot spends in various underactuated domains will correlate with convergence and
that a walk will be more convergent than a pronk due to avoiding the severely underactuated
aerial domain.

So far, we have conducted a preliminary experiment to address the second hypothesis with
the planar quadruped system from Chapter 4. For this system the front feet are set to move
in tandem and the back feet likewise, such that front feet transitions are labelled with 1 and
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Figure 5.1: Convergence results for planar quadruped bound trajectories with different mid-gait
phase times. Positive values indicate a contact sequence (L1, T2, L2, T1) with the x-axis value
being the length of the aerial phase (e.g. the point (0.015, 1.20) spends 0.015 seconds in the aerial
phase). Negative x-axis values indicate a contact sequence (L1, L2, T1, T2)with the length of the
full stance phase the inverse of the x-axis value (e.g. the point (−0.05, 0.48) spends 0.05 seconds
in the full stance phase).

the back feet with 2. Figure 5.1 shows the results of 7 different planar quadruped trajectories
whose contact sequences were prespecified. 3 of the trajectories were given a contact sequence
(L1, T2, L2, T1), with an aerial phase occurring between front liftoff and back touchdown. The
other 4 trajectories have contact sequence (L1, L2, T1, T2) with a full stance phase between
front touchdown and back touchdown. We compared these trajectories based on the time spent
in these mid-gait phases - either the aerial phase or full stance phase. Our hypothesis was that
the full stance trajectories would overall be more convergent than the aerial phase trajectories,
due to the significant advantage in actuation in this domain. Our results supported this hypoth-
esis and also showed that among the full stance trajectories, the longer the full stance phase
was, the better convergence was, with vice versa for the aerial trajectories. These results appear
promising, but we also note that the planar bound gaits are close to each other in the sense that
it is possible to transition smoothly between an aerial bound and a stance bound. Due to this,
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Algorithm 2 Proposed Gait Selection Algorithm
Initialize C0, χmax, GaitsExhausted = False
X , U , K , χ← TrajOpt(C0)
while χ > χmax & GaitsExhausted = False do

C ← GaitStep(C0)
X , U , K , χ← TrajOpt(C)
GaitsExhausted← CheckGaitsExhausted

return X , U , K , χ, GaitsExhausted

we aim to explore far apart walking and trotting gaits on a full quadruped model and examine if
these patterns hold.

5.4.2 Gait Selection Algorithm

Based on the results of the convergence analysis, we plan to design a library of quadrupedal
gaits that our novel algorithm can choose to switch between when improved convergence is nec-
essary. The idea for this algorithm is to begin with some nominal contact sequence C0, like a
perfect trot that is common for quadruped robots, and generate a trajectory along some time
horizon with that contact sequence. If that contact sequence satisfies a maximum allowable con-
vergence measure, χmax then the algorithm does not need to make any changes. Otherwise, if
the trajectory is too divergent, then the algorithm will switch to a contact sequence that, based
on the convergence analysis, will likely be more convergent. The new trajectory will be generated
and the convergence will be checked. This process will repeat until a suitable trajectory is found
or all gaits are checked without success. In this case, the environment may be too dangerous to
traverse. See Algorithm 2 for a broad outline of the proposed method. There will most likely need
to be additional intricacies to the method to be effective. One detail is that switching between
gaits of different contact sequences is not trivial, and the transition must be executed safely. [93]
addressed the problem of gait transitions which may provide useful here too. Prior work has
found that velocity is an important factor to the performance of a gait [88], so our algorithm may
need to modulate the trajectories desired velocity in order for a new gait to be appropriate.
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Part II

Navigating a Complex, Human World
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Chapter 6

Self-Defense Against Robots: Design and

Deployment Considerations for Roboticists

6.1 Introduction

Recent work in the robotics field has focused on deploying robots in public environments around
humans for applications such as delivery [94], security [95], and personal assistance [96]. Deliv-
ery robotics companies such as Starship, Kiwi, and Serve have been rapidly growing the number
of robots operating in public spaces like university campuses and urban sidewalks. In these envi-
ronments, robots experience many close encounters with a diversity of humans. It is unavoidable
that a number of these encounters will result in some kind of danger to the robot and/or human,
such as a robot combusting [97], college students vandalizing a robot [98], or a robot crashing
into a car [99]. Though uncommon, these edge cases underscore that humans and robots can,
and will, come into direct physical conflict with each other.

While the examples above were a result of some combination of accident, negligence, and
wanton violence, there are cases where a human using physical force against a robot could be
justified under fear of threat to one’s own well-being. Consider the following scenario, which is
discussed in further detail in Section 6.5:
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• A person is tired after a long day of work and slowly walks home at night. A robot, mindful of
keeping a safe distance from the person, quietly treads behind them at a constant distance.
The person, on alert due to walking home alone at night, becomes fearful of something
stalking them from behind. Eventually, the robot decides there is enough room on the
sidewalk to accelerate and pass the person on their left.

In this example, both the human and robot behave reasonably, but the context and environment
in which this interaction occurs could lead the human to feel threatened and act against the
robot in self-defense. Our research is focused on analyzing such situations where use of force
in human-robot interaction may be justified under self-defense law. In particular, we focus on
a sub-group of people we anticipate to be the most likely to feel threatened by a robot: the
non-expert non-user. Compared to experts and/or users of robots, this group may not have an
understanding of the capabilities that a robot possesses.

We propose categorizing self-defense scenarios as the tuple: (threat, protector, protectee),
where the protector defends the protectee from some kind of perceived threat. In standard
self-defense where a human protects themselves from another human, this self-defense tuple
is (human, human, self) where the protector and protectee are the same person. There are also
many other legally established tuples such as a human defending someone else from harm (hu-
man, human, other), a human defending their own property from someone else (human, human,
property), and a human defending themselves from a non-human, which could be an animal or
a non-living object (property, human, self). Note that even though not all of these tuples repre-
sent a human defending themselves, we use the term self-defense in this work due to its broad
familiarity. This paper analyzes in detail the (robot, human, self) tuple, a special case of (prop-
erty, human, self), while our future work will entail characterizing other self-defense situations
involving robots.

We concentrate our analysis on public ground robots that have a primary task other than
social interaction with humans. These public robots contrast with industrial or care giving robots,
where any person that interacts closely with them can be expected to have been trained or at

53



least be quite familiar with how the robot operates. Ground robots contrast with aerial robots
like drones, which do not generally come into as close proximity to humans.

The objective of this paper is to first extract elements from prior works that are key to the
formation of a (robot, human, self) self-defense scenario, and secondly present four actionable
recommendations for roboticists to design systems that mitigate the likelihood and severity of
these self-defense situations. These recommendations span research, industry, and policy mak-
ing among the robots field, and were chosen based on their potential to progress the capability of
robots to operate in dense public areas. We aim to provide evidence-based guidance for roboti-
cists across the industry so that the field can make positive, equitable impacts.

This paper draws upon the fields of self-defense law, human-robot interaction, and robot path
planning to present an unaddressed topic that lies at their intersection. These research areas are
synthesized to establish how the current robotics state-of-the-art overlooks the possibility of non-
expert, non-user humans acting in justified self-defense against a robot. The rest of the paper is
organized as follows:

• Sec. 6.2 reviews the guiding principles that inform U.S. self-defense law and argues for the
importance of considering (robot, human, self) scenarios.

• Sec. 6.3 connects these principles to findings from human-robot interaction literature on
human attitudes toward robots and identifies aspects of human attitudes that require ad-
ditional study.

• Sec. 6.4 discusses planning strategies that have been developed for robots to operate
around humans and some of their limitations on handling self-defense situations.

• Sec. 6.5 synthesizes the previous sections to present hypothetical scenarios where a human
would be justified in taking self-defense action against a robot.

• Sec. 6.6 summarizes this work and discusses future work that the authors will address next
to bolster the connection between robot design and self-defense law.
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6.2 U.S. Self-Defense Law

In this section, we outline the key tenets of self-defense law in the United States. These laws vary
appreciably by jurisdiction in the extent and environments in which self-defense is justified. For
example, most U.S. states oblige no duty to retreat from a threat, while others impose a limited
duty to retreat in public spaces [100]. Because of the great variance that exists in this domain,
practitioners should use discretion with the specific self-defense statutes in their jurisdiction.
However, we believe the principles outlined in this section are broadly applicable to the vast
majority of self-defense codes in both the U.S. and other countries, and the conclusions drawn
in this work are largely independent of the specific intricacies of individual statutes. The legal
discourse regarding self-defense is lengthy and the analysis presented here is quite brief. For a
deeper discussion on the theory of self-defense law, see [101,102].

The two primary principles that underpin American self-defense law are:
• a reasonable belief of imminent physical harm
• a proportional response to the threat

While terse, these aspects of self-defense carry centuries of legal nuance that must be interpreted
by the courts on a case-by-case basis. Below we analyze some important details of these two
principles.

6.2.1 A Reasonable Belief of Imminent Physical Harm

This phrase can be broken down into two parts. Firstly, a “reasonable belief” means that the
protector in the (threat, protector, protectee) tuple does not need to have definitive proof that
the threat of imminent harm is true, but only that it would be reasonable for a person to view
a situation as threatening [103]. For instance, if the protector is acting with limited information
about the threat, there can exist a reasonable belief of harm even if the protector is ultimately
found to have been incorrect about the nature of the threat. Similarly, the reasonableness of the
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belief is subject to prior experiences of the protector. So even if an external third party would not
necessarily view the belief as reasonable, context such as prior history of physical abuse [104] or
legitimate verbal threats of violence that occurred directly prior [105] can provide justification for
acting in self-defense.

The second aspect of this definition is “imminent physical harm” [106]. Imminence indicates
that the harm to the protectee must be actively happening or about to happen. This means that
force used either proactively or after the harm has subsided is invalid to justify self-defense.
There has been debate centered around the soundness of imminence as an indicator of the
necessity of self-defense, but in practice, this interpretation has been upheld [106]. Additionally,
the law tends to interpret the harm that is incurred as needing to be physical. While some have
argued that other types of harm such as invasion of privacy may be tantamount to a self-defense
justification [107], American common law has yet to grant this argument [108].

6.2.2 A Proportional Response to Threat

Once the protector reasonably believes that self-defense is warranted, they must act in a manner
appropriate to the threat level [109]. For self-defense between humans, this means that relatively
minor force, such as a punch or kick, can not be responded to with lethal force. However, certain
situations can justify a lethal response to a less than lethal threat, such as when the protector is
in their own home [110].

In a (robot, human, self) scenario, it is key to understand that the robot is property and has no
intrinsic right to act in self-preservation in the way that humans do. Because of this, a self-defense
act that destroys the robot can be justified even with a lesser threat to the human. This concept
of proportional response emphasizes the need for engineers to carefully design robots to avoid
self-defense situations, because any perception of threat could lead to justified destruction of
the robot.
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6.2.3 Self-Defense Against Robots

Ground robots exhibit characteristics that can uniquely give rise to self-defense justifications.
While previous work has discussed self-defense against aerial drones [107], the argument justify-
ing self-defense against these technologies was weakened by the typically large distance between
the drone and any given person. Ground robots, on the other hand, are expected to come into
close, immediate contact with humans during normal operation, so designing for self-defense
situations is critical.

Since we have established that the proportionality criteria can be broadly satisfied in (robot,
human, self), the primary challenge to determining when people may be justified to defend them-
selves against a robot is defining what a reasonable belief is. Because robots are still such a novel
and unfamiliar technology to most people, the standard of reasonableness may be lowered to
take into account the misconceptions and misunderstandings non-experts tend to carry as they
interact with and react to robots.

To begin codifying self-defense law as a serious consideration for robot engineers and to
assuage the public’s fears about coming into contact with potentially dangerous robots, we make
the following recommendation:
Recommendation 1 Robotics companies and research organizations should publicly advertise that

in situations where a human and robot are in direct physical conflict, the human’s physical well-being

is always valued more greatly than that of the robot, even if the result is damage or destruction of the

robot.

This recommendation reinforces the justification of proportionality for self-defense against
robots, which will empower people with the understanding that they will have at least some im-
mediate recourse if they feel physically under threat by a robot. In turn, this transparency from
the robotics field on the rights that people have when interacting with robots can engender a
greater sense of trust and openness to the deployment of robots in public spaces. As discussed
in Section 6.3, the attitudes that humans have towards robots has a large impact on how a human-

57



robot interactions play out.

6.3 Reasonable Perspectives Toward Robots

In this section, we take a step toward understanding standards of reasonableness in human-
robot interaction. We start by analyzing how behavioral norms can dictate (human, human, self)
self-defense scenarios. We next contrast the role of behavioral norms in human-human and
human-robot interactions and present results from prior literature on human attitudes toward
robots, which contribute to an understanding of reasonable behavior. There lacks consistently
interpretable robot behaviors that could be used to establish human-robot norms, and instead
suggest considering diverse attitudes toward robots to inform what constitutes reasonable be-
havior.

6.3.1 Behavioral Norms in Human Interactions

In human-human interactions, behavioral norms between humans play a crucial role in determin-
ing reasonable behavior. When evaluating (human, human, self) cases, courts judge the reason-
ableness of a person’s behavior based on broad, implicit understandings of how humans typically
behave. For example, in the case of Rowe v. United States, it was found that even though Rowe
kicked a man, which prompted the man to attack him with a knife, Rowe stepping back after the
kick revived his right to self-defense [111].

Following the literature [112], we define a norm as a widely adhered to and understood ac-
tion that helps coordinate behavior. This stepping back is a norm that was found to be a widely
understood indication that Rowe was no longer a threat and withdrawing from the fight, which
protected him from being retaliated against. Such implicit understandings between humans can
be considered a basis of self-defense law because they create standards of reasonableness, allow
for generalizations across cases, and ultimately promote fairness in decision-making.

Norms for human-robot interaction, on the other hand, are not well established in the sense
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that actions taken by the robot are not widely understood and do not facilitate coordinated be-
havior between the human and robot, which can make robot behavior unpredictable to a non-
expert. Even though human behavior is not completely predictable, years of lived experience
interacting with other humans allows for a deeply developed understanding of typical human
behavior. Due to the novelty of robots, this understanding between humans and robots is inade-
quate. Because of the lack of established norms for robots, the standard for justified self-defense
in (robot, human, self) should be lower than in (human, human, self) cases.

Frameworks such as COMPANION have attempted to address this gap by encoding human
social norms (such as maintaining personal space and moving to the right to avoid colliding with
people approaching from the opposite direction) within robot behavior [113]. However, more re-
search is needed to determine whether humans actually expect robots to behave with the same
norms as humans. In fact, some studies have indicated otherwise. For example, [114] found that
robots were considered more trustworthy when approaching a person quickly (possibly since
faster robots were more noticeable than slower robots), whereas humans were more trustwor-
thy when approaching slowly. The study also found that humans performed more corrective
reactions (such as stepping back or adjusting eye contact) when a robot invaded their personal
space compared to a human. This indicates that humans react differently to violations depend-
ing on if the offending party is a human or robot, and simply having robots adopt human norms
does not guarantee self-defense situations will be avoided.

Even if robot behavioral norms become standardized among the industry, there is no guar-
antee that humans will, in their split-second decision making, have enough trust to assume that
a robot can reliably follow certain norms. It is important for robots to conform to the preferences
and expectations that humans have for their behavior, and we recommend further study of these
topics:
Recommendation 2 Because of the differences in human preferences and expectations when in-

teracting with robots compared to other humans, researchers should explore whether there are robot

behaviors that humans react consistently to and if these behaviors can be encoded into a standardized
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framework of human-robot norms.

Results that establish norms for even a subset of ground robots (such as wheeled robots,
humanoids, or quadrupeds) could begin to establish a more refined definition of reasonable
behavior around robots. Possibilities of behavioral norms for robots could be exhibiting body
language or digital facial expressions [115], which could in turn improve the legibility of robots
in public environments (as discussed in Sec. 6.4.2). Establishing norms may be difficult due to
the variance in attitudes that humans exhibit toward robots. Even if consistent norms cannot be
identified for many aspects of robot behavior, it is still important to characterize how attitudes
vary among humans and under what circumstances human attitudes can be well modeled.

6.3.2 Human Attitudes Toward Robots

Human attitudes towards robots tend to vary based on several factors, including a person’s fa-
miliarity with robots and how well a robot’s behavior aligns with the human’s expectations and
preferences. Studies suggest that the more familiar a person is with a robot and the more
their expectations align with the robot’s behaviors, the more positive their attitude towards that
robot [116]. Conversely, when there are gaps and discrepancies in these areas, attitudes tend
to shift negatively. The real consequences of negative attitudes toward ground robots and a
violation of expectations during their deployment emerge as justified self-defense scenarios. Al-
leviating the public’s negative attitudes and aligning robot design with expectations is essential
for safe human-robot interactions. This reinforces the necessity of Recommendation 1, which
can help inform the public’s expectations of how they can interact with robots.

One highly-documented example of this is the largely negative attitudes communities have
expressed toward the deployment of robots by police departments in several U.S. cities [3]. One
issue that arose was that communities affected by the police’s usage of ground robots were not
involved in the development process and expressed frustration over the expensive and possibly
dangerous technology [3,117], calling the robot “another danger for Black & Latino residents”
[117] and expressing fear toward the futuristic appearance of the robots [118]. Requests to police
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departments for more information on the purpose of the robots were not always met [3,119].
When impacted communities are not involved in the development of robots, the deployed

products can be misaligned with the community’s expectations of how these new tools should
be used. Research indicates that the level of familiarity people have with robots and the precon-
ceptions they hold influence their attitudes, such as how the fear of sentient robots correlates
with negative attitudes [116]. Another study suggests that people may be more likely to support
robots doing jobs that require less experience and communication [120]. Therefore, attitudes
toward delivery robots, which satisfy both of these conditions, could be more positive than those
toward police robots, though further research should test this theory.

Attitudes of marginalized groups toward robots are especially important for developers to
consider, since they have been disproportionately affected by harmful uses of novel technolo-
gies [121]. Police robots have often been deployed to patrol low-income, Black neighborhoods
[3,122], while women have repeatedly been targets of unwelcome surveillance by drones [2,123].
Additionally, [124] found that women tended to be less receptive to the concept of patrolling po-
lice robots than men. To combat this inequity, [3] suggests involving marginalized community
members in the technology design process. Factoring in the preferences of the stakeholders who
interact most closely with robots will help developers align robot design with expectations, reduce
negative attitudes toward robots, and promote equity by working for marginalized communities
instead of against them. We recommend further investigation into how attitudinal differences
manifest among disadvantaged groups:
Recommendation 3 Due to the variance in human attitudes toward robots and the disparate effects

technologies have had, researchers should examine and catalog the attitudinal differences among dif-

ferent groups of people, especially from those that have historically been marginalized.

Reasonable human behavior varies greatly due to differences in background and past expe-
riences. These differences can be measured in the attitudes, perspectives, and reactions people
exhibit toward robots. Ultimately, this variability suggests that even severe human behaviors to-
wards robots can be justified and considered reasonable, at least until the establishment of robot
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behavioral norms that are broadly understood by people of many backgrounds. Instead of bas-
ing robot behavior on unestablished norms that people must adhere to, it is essential to consider
people’s diverse attitudes and expectations regarding robots and design robots with this context
in mind.

6.4 Human-Aware Planning

While self-defense has so far gone unconsidered in the design and implementation of robots,
there has been ample related work in planning robot motions in human environments. Generally,
robot path planning is performed by sampling many possible paths a robot can take and selecting
the most optimal choice, often based on the shortest path [125,126]. Algorithms are also able to
obey specified constraints such as avoiding obstacles. Recent research has adapted these path
planning algorithms to predict and react to human obstacles, and to minimize risk of collision with
people [127]. Other work has developed robotic behaviors to satisfy desired outcomes such as
visibility [128], active communication [129], and following social norms [113,130]. In this section,
we examine two primary research thrusts in human-aware planning that have seen significant
attention: explainability and legibility. We analyze not only what work has been done, but also the
reasons stated in the literature for why these aspects of human-aware planning are important.
While aspects of explainability and legibility are useful in mitigating the potential for self-defense
situations, current implementations lack the capability to address all environments in which a
self-defense scenario may arise.

6.4.1 Explainability

Drawing from [131], we define explainability as the ability of an autonomous agent to produce
records of the decisions it has made and understandable reasoning for why those decisions were
made. This definition is compatible with how explainability is discussed in prior works, such as
generating contrastive explanations (i.e. why A and not B?) [132] and explanations that satisfy
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user-defined preferences [133]. Post-hoc explanations are designed to be generated after a robot
decision has been executed and in response to some kind of questioning, while some work has
examined generating concurrent explanations for behaviors as they are happening [134].

Drawing from the existing discourse on explainability in the field of autonomous vehicles
(AVs), [135] discusses post-hoc and concurrent explanations for AVs by analyzing a scenario in
which an AV fails to recognize a pedestrian crossing in front of it. Post-hoc explanations to char-
acterize why the AV failed could be useful in a post-accident investigation and for regulators to
hold manufacturers accountable. But these post-hoc explanations would not be able to prevent
accidents from occurring. Concurrent explanations, such as communication to a passenger that
the car will continue through a crosswalk because no pedestrian has been detected, could allow
passengers to take emergency actions when they recognize the vehicle has made an error. In
this instance, a passenger could activate an emergency brake that stops the car before it collides
with the pedestrian.

In the context of ground robots, post-hoc explanations assume that the people who desire
explanations for robot behaviors have access to the robot afterward. These explanations could
be useful to operators who could recognize errors in their usage of the robot, developers who
could better understand errors and implement fixes, and members of the judiciary who could
use explanations to assign liability after an accident. However, post-hoc explanations generally
exclude members of the general public who interact with the robot for just a fleeting moment,
such as passing each other on the sidewalk. Considering that the majority of people interact-
ing with a robot in a public environment will likely not have access to that robot afterward, this
exclusion is significant. Concurrent explanations, on the other hand, are able to actively com-
municate to people in the robot’s immediate surroundings. However, concurrent explanations
may be difficult to convey to certain people in real-world environments. Explanations announced
verbally may not be heard by people on the phone or listening to music, or may be drowned out
in loud environments such as construction. Similarly, explanations presented visually may not
be suitable for people with visual impairments or in night-time environments. A robot must also
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consider that some people may not speak the robot’s default language.
In a survey of 62 papers on explainability, [136] found that the most commonly stated motiva-

tion for the work was transparency (i.e allowing people to better understand the inner workings
of the robot), followed by trust and collaboration. These motivations go hand in hand, as in-
creased transparency would naturally lead people to trust being around the robot and working
with it. Of these surveyed papers, many framed trust around the relationship between robots
and their operators or teammates, and the faith these people had that their robots would work
reliably [137,138]. With the European Union’s recent General Data Protection Regulation (GDPR)
outlining a person’s legal “right to explanation” when encountering autonomous agents [139],
explainability has come to even greater relevance.

In this work, we question if explanations are the key to inspiring public trust in robots and
allowing for a seamless deployment of robots in public spaces. Explanations can be valuable, but
are ineffective in fully mitigating the possibility of self-defense scenarios due to the difficulties of
access and communication with typical bystanders. What robots need is the capability to gen-
erate implicit methods of communication that can foster an improved understanding of robot
behavior. The human-aware planning concept of legibility may be a more suitable method to
accomplish this.

6.4.2 Legibility

While explainability focuses on the producing reasons for why a robot behaved a certain way,
legibility characterizes how a robot communicates what it is doing or intends to do. Based on
the work from [140], we define legibility as the ability of a human to understand a robot’s inten-
tions based on observation. For instance, cars have turn signals to indicate to others what action
they are about to perform (e.g. turning right). The turn signal does not explain why the car is
turning right, but allows others to understand what it is about to do and react accordingly. Expla-
nations can help robots become more legible, but there are many other factors that can improve
legibility such as providing cues [141], mimicking human behavior [142], moving quickly toward
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goals [143], and staying in people’s field of view [128].
Legibility is a somewhat vague concept that is difficult to define and measure experimentally.

To do this, some authors have evaluated legibility by asking people to predict a robot’s future
behavior based on past observed behavior [144,145]. Others evaluated human performance of
an unrelated task while a robot navigated around them [146]. Others still used questionnaires to
gauge how well subjects felt they understood a robot’s intentions [141], while [143] proposed a
numerical measure of a trajectory’s legibility.

Studies have found that legibility is correlated with increased feelings of safety, comfort, and
acceptance [146–148]. These goals align very closely with the stated purposes of explainability,
but may differ in the groups of people these methods are designed for. While explainability is
often framed around expert users, significant work has focused on robot legibility to non-experts,
as the lesser amount of information needed may make it easier for non-experts to comprehend.
However, as with generating explanations, interacting with a diverse group of humans may make
producing legible behaviors much more difficult. In these situations, it may not be possible to stay
in everybody’s field of view or to expect all people to notice the robot’s gestures. The complicating
factors discussed for explainability can make communication difficult here as well, as visual or
verbal signals can breakdown in certain cases. Engineers must also consider how obvious any
given message is to non-expert non-users. This relates closely to the concept of human-robot
norms, discussed in Sec. 6.3. Norms are not yet established for robots, so developing robots that
can be legible to people across diverse backgrounds is an enormous open problem.

6.4.3 Human-Aware Planning for Non-Expert, Non-Users

Based on this section, we conclude that current human-aware planning algorithms have not
sufficiently addressed how robots should operate in dense human environments where com-
munication is impeded. In particular, non-expert, non-users have received little attention as to
how robots should interact with them. For instance, the IEEE Standard for Transparency of Au-
tonomous Systems lays out guidelines for what information robots should be able to commu-
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nicate to people [149]. The transparency standard for users is grounded primarily in providing
explanations, but the transparency standard for non-users among the general public is focused
exclusively on data privacy and lacks considerations for how robots must communicate with non-
users. Other standards associations like ISO and ANSI address robots in industrial, service, or
personal care environments, but also do not acknowledge non-expert non-users in public set-
tings. We recommend these standards be revised to acknowledge how non-expert, non-users
interact with robots:
Recommendation 4 Standards, guidelines, and regulations from influential organizations such as

IEEE should detail how robots should interact with non-expert, non-users to cultivate perceived safety

and trust amongst the public. By drawing from concepts such as legibility, these standards can provide

clear direction for how robots should be developed to minimize self-defense occurrences.

While current standards for transparent and legible robots are unsatisfactory, the literature
provides guidance to suggest possible standardization of certain aspects of robot behavior, such
as establishing a standard mapping of light color to indicate behavior [107,123] and requiring the
deployment of noticeable robots instead of silent, stealthy ones [114]. Another regulation that
could be considered is how robots should operate at night. The Federal Aviation Administration
currently restricts flying drones at night [107,150] and encouraging similar regulations for ground
robots could be productive. However, unlike drones, there is not one government agency that
can dictate regulations on ground robots. State and local governments control the use of their
roads and sidewalks, so adoption of a consistent set of regulations is unlikely. Organizations like
IEEE and leading companies like Boston Dynamics and Agility Robotics may be the vanguards of
establishing industry standards for operating robots. Regardless, there is still a long way to go in
establishing standards and regulations that fully address self-defense against robots.
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6.5 Justified Human Self-Defense Against Robots

Even when explainability and legibility are incorporated into robot planning, there is still potential
for self-defense situations to arise between robots and non-expert, non-user humans. Practition-
ers must understand the dependence a human-robot interaction has on the exact person and
environment the interaction takes place in. In the Introduction, we suggested a hypothetical case
of a lone person walking home at night, who is followed from behind and then passed by a robot.
Consider two additional hypothetical cases where a robot that behaves according to conventional
human-aware planning principles makes a human feel uncomfortable and even threatened:

• A robot equipped with gaze tracking technology attempts to stay as close as possible to
the center of a person’s field of view to maximize legibility as they wait for a bus. This
person, however, is attempting to view the numbers of the buses that are passing by, and
is unsettled that the robot appears to be blocking them from finding the right bus to leave
on. As the robot approaches, they become afraid of the robot’s single-minded focus on
them.

• Navigating around a blind corner, a legged robot unexpectedly bumps into a person turn-
ing the corner in the opposing direction. In this situation, the robot is unable to satisfy
the personal space constraint it has been programmed with and reverts to a “safe mode”,
which is to sit down on the ground. Already flustered by the sudden encounter with the
robot, the person finds this behavior particularly unexpected and feels unsafe due to this
unpredictability.

In each of these cases, the robots demonstrate some aspects of current human-aware plan-
ning methods, which in many circumstances may be appropriate and increase the transparency,
trust, and perceived safety that nearby people feel. However, these cases highlight ways that
naive implementation of these methods can cause unintended negative effects. The robot in the
first case from the introduction takes care to maintain a safe distance and pass according to typ-
ical social norms, but fails to account for the context and environment that causes the person to
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be fearful of any nearby entity approaching quietly from behind. In the second case, the robot
attempts to maximize its visibility, but without the understanding that the human would prefer
to not have the robot so central in their field of vision and feels uncomfortable with the intense
attention the robot is paying them. Finally, the third case highlights a robot’s attempt to embody
a norm that indicates a non-threatening disposition. However, this norm is not obvious enough
to a person that must make a split-second decision on whether the robot could harm them.

Even though the robots in these examples may not pose an actual threat to the humans,
the behaviors of these robots coupled with the people’s backgrounds and the unique environ-
ment they are in can lead to a perception of threat. This perceived threat could manifest into the
humans acting in self-defense against the robots once they are sufficiently close to each other.
Self-defense in these (robot-human-self) cases would be justified because there exists a reason-
able belief of imminent physical harm. These scenarios could result in damage or destruction of
the robot, a potentially appropriate proportional response to the threat.

6.6 Discussion and Conclusion

As roboticists work to rapidly ramp up deployment of their robots in public environments, it is
crucial to understand the genuine physical harm these robots could cause human bystanders.
Developers must design robots not only to guarantee human safety, but also to maximize the
perceived safety of nearby humans. However, as robots are still largely unfamiliar to most of
the general population and are often viewed with negative preconceptions, it is likely that some
humans will see robots as threats to their physical safety and act in self-defense. In this work, we
discuss how self-defense law applies to human encounters with ground robots, the human norms
and attitudes that dictate the outcome of human-robot interactions, and the need to expand ex-
plainability and legibility to address self-defense cases. Synthesizing these three concepts, we
identify scenarios where human self-defense against robots could be justified, even under rea-
sonable robot behavior.
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These considerations inform four recommendations to roboticists that aim to reduce the like-
lihood of justified human self-defense against robots. Recommendation 1 addresses robotics
companies and research institutions to provide open communication to the public on the rights
that they have when interacting with robots they perceive as dangerous, which will promote pub-
lic trust and improve human attitudes toward robots. Recommendation 2 suggests researchers
examine if any implicit robot behaviors are widely interpretable to humans and if a framework
of human-robot norms can begin to be established. Recommendation 3 calls for a more detailed
exploration of the attitudes that marginalized groups such as Black communities and women
hold toward robot deployment. This will work toward considering previously-excluded people in
the development of novel technologies and reinforcing the rights of these marginalized popula-
tions. Finally, Recommendation 4 advocates for an overhaul in robot standards, guidelines, and
regulations to address legible robot behavior to non-expert, non-users.

We argue that contextualizing robot navigation in self-defense law establishes tangible, rele-
vant outcomes that developers can use to evaluate their algorithms on. We hope that this work
will contribute to keeping people of all backgrounds safe and secure as robots are increasingly
deployed around them.

Based on Recommendations 2 and 3, one line work we are exploring in more detail is the
reasonableness criteria for self-defense against robots. Specifically, we propose experimentally
establishing aspects of robot locomotion that people would be more or less likely to perceive as
threatening.
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Chapter 7

Community-Focused Design For Sidewalk

Delivery Robots

7.1 Introduction

The previous chapter discussed how the standard of reasonableness is key to applying self-
defense principles to human-robot interactions. It also argued that reasonableness must be
defined with respect to people who are least likely to trust robots: non-expert non-users. Addi-
tionally, marginalized groups may be particularly distrusting of novel technologies based historic
experiences of misuse [151]. Policy makers bear the responsibility of protecting their constituents
and will be interested in regulating sidewalk robots on the basis of ensuring both physical human
safety as well as perceived safety and comfort. There has already been significant recent move-
ment in the United States and abroad to pass ordinances regulating aspects of sidewalk robot
deployment. The state of Pennsylvania has limited robots operating on public sidewalks to be a
maximum of 550 pounds unloaded and travel a maximum of 12 miles per hour [152]. In Wash-
ington state, those values are 120 pounds and 6 miles per hour, respectively [153]. Elsewhere,
major cities such as San Francisco and Toronto have taken a different approach, essentially ban-
ning all sidewalk robot operation [154,155], see Table 7.1. Clearly, each of these municipalities

70



Table 7.1: Sample of current regulations of sidewalk robots in North America demonstrate
tremendous variance.

Munincipality Max Weight (lb) Max Speed (mph)
Pennsylvania 550 12
Washington 120 6

San Francisco Heavily Restricted
Toronto Banned

have arrived at different conclusions to the trade off between encouraging innovation and en-
suring pedestrian welfare. In this work, I propose investigating people’s attitudes toward delivery
robots to understand upper limits to pedestrian comfort around sidewalk robots. Specifically, we
address two research questions:

• What aspects of robot design are most salient to pedestrian attitudes?
• Where along these design parameters do attitudes broadly deteriorate?

This work builds upon the value sensitive design framework, which centers technology design on
stakeholder values [11]. This method has been used to encode ethical principles into projects
such as aerial drones [156] and healthcare robots [157].

7.2 Methods

To examine these two research questions, we propose a two-phased approach. First will be an
exploratory phase where we will conduct semi-structured interviews to extract factors of cur-
rent delivery robot design that participants assess to be beneficial or detrimental to their trust
and perceived safety. Phase 2 will consist of showing participants simulated videos of a sidewalk
robot passing an avatar human. Design and movement parameters of the robot will be modu-
lated and a modified Godspeed questionnaire [158] will evaluate the effect of each parameter on
participant perceived safety. Quantitative analysis drawn from visual conjoint methods [159,160]
will allow individualized utility functions to be generated for each participant. Both phases will
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Figure 7.1: Sample images of current delivery robot designs for use in exploratory interviews.
Going clockwise from the top left, designs are inspired by Daxbot [161], Kiwibot [162], Keenon
W3 [163], and Fedex Roxo [164].

focus on drawing from a diverse sample of participants to glean insight into how diversity may
relate to attitudes.

7.2.1 Phase 1: Exploratory Community Interviews

The objective of this phase is to gain insight into how non-expert, non-users from diverse back-
grounds perceive current delivery robot designs. To do this, we will engage with members of the
Hazelwood, Pittsburgh community. Currently, Carnegie Mellon is developing the Robotics Inno-
vation Center in Hazelwood, so there is an interest in the university’s role in community relations.
The population of Hazelwood is also split nearly evenly between White and Black residents [165],
which will allow for diverse representation among our participant sample.

We will aim to recruit 15 residents of the Hazelwood area, who have limited experience in-
teracting with robots. The interviews will be scheduled for 1 hour, with participants being re-
imbursed for their time. In these interviews, sample images of current delivery robot designs,
Figure 7.1, and questions regarding the designs will be asked in a semi-structured way to allow
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the participant to give as much of their own insight as possible. Some of the potential questions
that may be asked in these interviews include:

• What kind of capabilities do you believe a delivery robot needs to complete its tasks?
• How easily do you believe you could interpret a sidewalk robot’s intentions?
• What would be the first aspects of a robot you would notice if you saw one on the sidewalk?

These interviews will be recorded and a transcript will be produced. Afterward, each interview will
be analyzed using thematic analysis [166], which focuses on identifying common themes across
interviews. In this case, these themes will consist of robot design parameters that participants
consistently identify. We hypothesize that some parameters that will be identified are robot size,
color, and presence of a digital screen for communication. We also hypothesize that Black partic-
ipants and participants who are women will express greater levels of distrust of robots, though
our sample size will be too small to draw definitive conclusions.

7.2.2 Phase 2: Visual Conjoint for Robot-Pedestrian Interactions

Based on the results of phase 1, we will design an experiment to quantify the effects of changing
robot design parameters on human perceived safety. To do this, we will develop a Unity-based
simulation environment, using SEAN [167] for integration with the robot control package ROS. In
this environment, we will produce videos of a virtual avatar moving along a city sidewalk, with
other pedestrians nearby. Additionally, each of these videos will show a robot moving the oppo-
site direction from the avatar as they eventually pass each other. In each video, the design and
movement parameters of the robot will be modulated. The exact parameters to be tested in this
experiment will be chosen based on the results of phase 1. Each participant will watch a series of
videos and after each trial, answer a modified Godspeed questionnaire to assess their perceived
safety during the interaction. The Godspeed questionnaire has been used in human-robot inter-
action experiments to assess perception of social robots [158]. Though it has not been utilized
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Figure 7.2: Virtual environment to evaluate pedestrian interaction with sidewalk robots.

specifically for delivery robots, we believe its validity will be maintained in for this application.
The questionnaire will appear as follows:

Based on viewing this video, please rate your emotional state on these scales:
• Anxious (1) - (5) Relaxed
• Calm (1) - (5) Agitated
• Still (1) - (5) Surprised

These several questions are asked to establish internal consistency, which can be evaluated using
Cronbach’s alpha coefficient. To gain a sufficient number of samples, we will crowdsource this
study online through a service like Amazon Mechanical Turk. However, it is difficult to assure a
diverse sample from crowdsourcing platforms, so we will return to Hazelwood to conduct this
experiment with 15 more participants, conducting a post-op semi-structured interview to gain
further insight to diverse perspectives.

The questionnaire allows us to generate a numerical score between 1-5 for the perceived
safety of each video trial. By varying parameters across trials, this allows us draw from visual
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conjoint literature to generate utility curves for each participant along each parameter axis. Vi-
sual conjoint is a method to draw out user preferences for aspects of product design [159,160].
The utility curves that are generated are then used to inform customer-specific optimal design
choices. Here, we leverage these utility curves in a slightly different manner. Our objective is not
to necessarily determine optimal parameter values, but rather bounds on design parameters
where perceived safety deteriorates. Based on the results of this experiment, we aim to inform
policy makers on how regulations might be set on sidewalk robot operations.
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Part III

Concluding Remarks
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Chapter 8

Conclusion

This thesis focuses on unpacking the myriad of technical and societal factors that impact the suc-
cess of robot deployment. In particular, I examine two open problems in robotics: navigating
complex, uncertain environments and navigating complex, human environments. There are par-
allels in the approach toward each of these problems. First is the effort to quantify under what
circumstances a robot can feel confidently safe in executing a behavior, and second is when it
may need to adapt its behavior under heightened risk.

Part I addresses the issue of robots navigating through uncertain terrain where any number
of disturbances could cause a robot to become stuck or fall over. Chapter 2 introduced two local
measures of stability and convergence, which are scalar values that reflect the physical behavior
of perturbed trajectories. The advantage of these measures is that they can be incorporated into
various optimization frameworks to improve robot performance. Chapters 3, 4, and 5 leveraged
these measures in varying ways to generate robot trajectories with improved tracking perfor-
mance. Results shown so far have been implemented in simulation, ranging from simple mono-
pod hoppers to more complex biped and quadruped systems. Proposed work will apply these
concepts to hardware experiments, with a quadruped robot navigating various difficult narrow
paths.

Part II proposed experiments to understand the relationship between robot design param-
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eters and human attitudes. This part also examined how the results of this proposed inves-
tigation connects to both historical and forthcoming legal statutes. Chapter 6 discussed how
well-established self-defense law extends to human defense against robots and steps that can
be taken to mitigate the likelihood of self-defense scenarios occurring. In addition to proposing
the aforementioned robot design experiments, Chapter 7 also argues for how these studies can
inform regulations on sidewalk delivery robots.

8.1 Possible Future Work

There are several possible extensions to this thesis that future researchers could investigate.
Below is a non-comprehensive discussion of potential future work.

8.1.1 Control-Initiated Hybrid Events

Chapter 3 introduced the concept of virtual hybrid events, which are state-triggered discrete
changes in control effort. These virtual hybrid events induce saltation behavior from the sys-
tem without requiring a physical impact. As shown in Fig. 3.4, these virtual hybrid events can
further improve the stability of a hybrid system, or even be used to inject discrete stability im-
provements into smooth systems. Considering that in practice, robot controllers tend to dis-
continuously switch between input commands, this stability improvement need not necessitate
a drastically different deployment of the controller. Future work could explore how to design
the virtual guard functions that trigger stabilizing input switches within a controller and how the
choice of frequency and timing of virtual hybrid events affects this stability.

8.1.2 Stability and Convergence of Systems Under Stick-Slip Transitions

Another extension of the saltation-based analysis of hybrid systems is examining another type
of hybrid event, the stick-slip and slip-stick transitions. In our complex world, small slips are
common and a strategy to handle these potentially calamitous perturbations is necessary. This is
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true for robots with legs or wheels, and even autonomous vehicles. These transitions also induce
saltation behavior in the system, and similar analysis to this work can be used to analyze them.
Because of the difficulty in modelling stick-slip transitions, methods that capture uncertainty in
transitions may improve robustness, as currently found in hybrid state estimation literature [168].

8.1.3 Impact of Rights Assurances On Robot Trust

In Chapter 6, I argue that the legal rights of humans will always dominate the right a person has
to their property (i.e robot). However, this may not be apparent to non-user, non-experts as they
come into close proximity with robots. The understanding of relative rights between a person
and robot may have a significant impact on how comfortable people feel around robots. I hy-
pothesize that if humans are reassured that their rights take precedent over a robot’s, then their
trust and comfort toward that robot will increase. A future experiment could examine the differ-
ence in attitudes toward robots based on an a priori rights assurance, manipulated so that either
that the human’s rights are prioritized, the robot’s rights are prioritized, or that there is an equal
prioritization of rights. The results of this experiment could inform roboticists, policy makers,
and citizen’s rights groups the importance of informing the public about the legal structure of
human-robot interaction.

8.1.4 Policy Making For Public Robots

Beyond strictly academic studies, this thesis also provides implications for policy and standards
setting for public robots. One proposed objective of Chapter 7 is to establish constraints on robot
design where human trust deteriorates. These results can be valuable to enact well-informed
policies from institutions such as IEEE or local and state governments. Other future works such
as rights assurances can also be used to form policies that ensure equitable and beneficial de-
ployment of robots into our communities.
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